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ABSTRACT
Automated reviewer recommendation for scientific conferences currently relies on the assumption that the program committee has the necessary expertise to handle all submissions. However, topical discrepancies between received submissions and reviewer candidates might lead to unreliable reviews or overburdening of reviewers, and may result in the rejection of high-quality papers. In this work, we present DiveRS, an explainable flow-based reviewer assignment approach, which automatically generates reviewer assignments as well as suggestions for extending the current program committee with new reviewer candidates. Our algorithm focuses on the diversity of the set of reviewers assigned to papers, which has been mostly disregarded in prior work. Specifically, we consider diversity in terms of professional background, location and seniority. Using two real world conference datasets for evaluation, we show that DiveRS improves diversity compared to both real assignments and a state-of-the-art flow-based reviewer assignment approach. Further, based on human assessments by former PC chairs, we find that DiveRS can effectively trade off some of the topical suitability in order to construct more diverse reviewer assignments.
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1 INTRODUCTION
Scientific publishing heavily relies on peer review, which is typically performed by members of the program committee (PC) of a conference. In general, PCs need to grow and change each year: to keep up with the increasing number of submissions [24], to avoid tunnel vision as well as unchanging perceptions of good or bad concepts [5] (e.g., the ACM SIGSOFT policy recommends to change one third of the members each year [24]), and former PC members might become unavailable [6]. According to current practice, organizers compose the PC before the submission period of manuscripts ends. Once submissions are closed, each manuscript gets a number of PC members, also called reviewers, assigned by the PC chairs, either manually or automatically (based on bidding information or preferred topics, entered by reviewers) [13, 21, 22]. Importantly, to the best of our knowledge, current approaches to reviewer recommendation assume a perfectly composed PC, and do not consider modification or extension as a necessity.

To the best of our knowledge, there is currently no way of reliably estimating the topical composition or amount of incoming submissions. Therefore, a previously disregarded problem is the possible mismatch between the expertise of current PC members and the expertise required for the assessment of all submissions. This problem may be further amplified by the ever-changing PC. Consequences of the mismatch might result in manuscripts tackling topics far from the PC’s interests being less favourably reviewed [16] and a general overburdening of reviewers. This, in turn, might lead to innovative and complex submissions being rejected solely due to low-quality reviews [1] or failure to find errors in submissions [20].

A solution for the above issues would be the inclusion of new and additional PC members after the submission period ended, but before the review assignments have been made. This can especially help to cover new or emerging research topics [6] and to ensure that under-represented groups can gain exposure and reviewing experience [19]. Identification of appropriate candidates is challenging as PC members should be diverse in localities, seniority [16, 20], research topics and gender [16]. Furthermore, suggested candidates should be explainable, in order to aid the conference chairs in effective and efficient decision making.

In this paper we focus not only on the automatic assignments of reviewers to submissions (i.e., reviewer assignment), but also introduce and address the problem of reviewer coverage: ensuring the assignment of suitable reviewers to all submissions. This gives rise to the novel task of reviewer suggestion for PC extension: given the current PC and all submitted manuscripts of a venue, recommend new reviewer candidates to be added to the PC. Note that these two tasks are interconnected: our reviewer assignment method identifies submissions that would not receive adequate reviewers using the current PC, which in turn triggers the suggestion of new reviewers to extend the PC. Those newly included persons should not only be capable of ideally assessing multiple manuscripts but
also ensure diversity of the whole PC. Note that some gaps in the PC can be identified without requiring paper-reviewer assignments (e.g., not enough senior reviewers, reviewers from a given location or stark imbalance in academic vs. non-academic backgrounds of reviewers), while other gaps may only be identified once a (preliminary) assignment is done.

The main contribution of this work is a flow-based reviewer suggestion and PC extension approach, termed DiveRS. The main idea behind DiveRS is to iteratively identify submissions that are unlikely to get a set of suitable reviewers assigned. These problematic submissions and currently underrepresented diversity aspects (professional background, location or seniority) determine the reviewer candidates for inclusion in the PC to support a feasible reviewer assignment. We capture these characteristics in a constrained optimisation problem. At its core, DiveRS relies on a reviewer assignment method, which considers reviewers as a set for each paper, in order to satisfy diversity constraints. Additionally, reviewers’ individual upper and bounds of the numbers of papers to review, and their conflicts of interests, also need to be respected.

We evaluate DiveRS on real-world conference datasets in two parts. First, we compare it on the task of reviewer assignment against the current state-of-the-art, PR4All [21], and against real assignments, in terms of both established measures (mean number of papers assigned, fairness, and textual diversity of reviewer sets) as well as novel measures (diversity and dependency between reviewers). We show that DiveRS achieves fairness that is on par with PR4All, while being superior in terms of diversity. Second, we evaluate the reviewer suggestion task by asking actual PC chairs to assess the generated suggestions for PC extension in terms of relevance, usefulness, and accompanying explanation. Our results indicate that DiveRS can effectively trade off topical suitability in order to improve the diversity of the assigned reviewer sets.

In summary, we make the following contributions:

- We propose the reviewer coverage problem as an extension of the reviewer assignment problem, where we no longer assume the current PC to be perfectly suitable for all submissions. We define the extension of the PC, to accommodate possibly ill-covered submissions, as part of the objective.
- We present DiveRS, a novel reviewer assignment and PC extension approach. It incorporates previously overlooked diversity aspects in terms of professional background, location and seniority of reviewer candidates directly in the assignment process, and generates explainable suggestions for extending the PC.
- We propose new measures for evaluating the diversity and dependency of reviewer sets.
- We automatically evaluate our approach on two real-world datasets and demonstrate its suitability in manual evaluations with the actual PC chairs of these conferences.

2 RELATED WORK

Areas related to our work are reviewer assignment, which corresponds to the typical reviewer assignment problem, as well as the general field of program committee construction, which relates to the extension of PCs. For conference organisers there are many systems supporting the bidding and reviewer assignment process but “[e]xtending PCs based on submitted papers” as identified as a future objective by Price and Flach [17] has not yet been tackled to the best of our knowledge. There have been efforts to expand expert sets to hold more persons similar to the ones already contained in the set [25] but these approaches differ from our research objective: instead of finding more similar experts, our goal is to suggest an unbiased and diverse set of reviewer candidates to better cover the topical composition of incoming submissions.

Reviewer Assignment. There is a multiplicity of author-topic models to capture topical relationships between authors and (their) papers [8, 9, 15, 18, 23]. We refrain from discussing them in detail or utilising them here, as our focus within assigning reviewers to submissions lies not only on topical similarity of the two, but more on diversity aspects.

Conry et al. [4] tackle the reviewer assignment problem with given bidding information as an optimisation problem with global criteria. They extend bidding data by predicting new preferences of reviewers, and utilise manuscript as well as reviewer similarities. Liu et al. [13] recommend n reviewers for each manuscript which are dependent on each other. They model reviewers’ expertise, authority and diversity in a graph, which they traverse with random walk with restart. The number of co-authorships is modelled as authority. Tang et al. [22] propose a constraint-based optimisation framework that proposes sets of reviewers for query manuscripts and user feedback, if available. They incorporate expertise matching, authority aspects based on seniority, load balance and aim to maximise the topic coverage between reviewer sets and manuscripts, using LDA. Long et al. [14] study topic coverage and fairness of manuscript-reviewer assignments. They maximise the numbers of different topics of manuscripts in which the assigned reviewer set is knowledgeable. Additionally, they define and regard the influence of different conflict of interest types, such as the competitor relationship, in the assignment. Kou et al. [11] build upon [14] and instead observe a weighted topic coverage score. Their approach calculates the assignment resulting in the approximate maximum weight-coverage group-based scores, while fulfilling workload and reviewer set size constraints.

Jecmen et al. [7] provide a solution for the reviewer assignment problem, which focuses on supporting the integrity of the peer review process. The approach prevents reviewers’ manipulation efforts in the assignment to either submit overly positive or negative feedback as well as de-anonymise the reviewing process. Here, the similarity between manuscripts and reviewers’ profiles (expertise) is a critical factor in the randomised assignment. Kobren et al. [10] introduce a paper-reviewer-assignment strategy which incorporates upper and lower load bounds per reviewer, guarantees a minimal required expertise in the area of the submission from all assigned reviewers and optimises a global objective. They present a linear programming and min-cost flow-based heuristic approach.

The Toronto Paper Matching System (TPMS) [3] conducts automatic reviewer assignment for all manuscripts submitted to a conference by using either word count representation or LDA topics, but can also incorporate reviewers’ bids on submissions. TPMS supports some constraints: papers must be reviewed by three reviewers, and reviewers are assigned not more than a certain limit of papers. Reviewers for manuscripts are determined based on expertise extracted from their published papers and maximising the

\[\text{DiveRS implementation: https://github.com/kreutzch/DiveRS} \]
We define the reviewer coverage problem (RCP) as an extension of the reviewer assignment problem (RAP) for scientific manuscripts. Both problems have the underlying goal of finding suitable sets of reviewers for each manuscript. These sets need to be constructed such that (i) reviewer expertise is sufficient for the topics of the respective manuscript, (ii) there are no conflicts of interests between authors of submissions and reviewers, and (iii) overall reviewer load constraints are met. Contrasting with RAP, RCP does not assume that the current PC is perfect (i.e., has sufficient coverage), but explicitly allows for its extension by adding reviewer candidates from an extended reviewer candidate pool (ERC). So the immediate goal for RCP is the suggestion of new PC members, which leads to sufficient reviewer expertise for all submissions, while also ensuring diversity in the PC in terms of (i) seniority, (ii) location, and (iii) industrial/academic affiliation. An additional desirable condition for the inclusion of new PC members is their ability to review multiple papers. Formally, the output of RCP is twofold: (1) a ranked list of reviewer suggestions to include in the PC and (2) an assignment of reviewer sets to submissions.

3.2 Notation

\( M \) describes the set of submissions to a conference for which reviewers from the program committee PC need to be assigned. A single reviewer is addressed as \( r_i, i \in \{0, \ldots, |PC| - 1\} \) or only by their index \( i \). We address a single submission as \( m_j, j \in \{0, \ldots, |M| - 1\} \) or only by their index \( j \). An assignment is feasible if all submissions are assigned a predefined number of reviewers \( \lambda \), the number of submissions a reviewer is assigned lies between a predefined lower \((\mu^L)\) and upper bound \((\mu^U)\), which is specific for each reviewer \( i \), and conflicts of interests (COI) are not violated by the assignment.

The reviewer set assigned to a submission \( j \) under a feasible assignment \( A \) is denoted by \( R_A(j) \). We store similarities of reviewers and submissions in \( S \in [0, 1]^{PC \times M} \); the similarity \( S_{ij} \) of reviewer \( i \) with submission \( j \) is seen as a proxy for expected review quality \([21]\) and can be determined, e.g., by the cosine similarity between TF-IDF representations of \( i \)'s and \( j \)'s profiles, composed of their papers. In case of a COI between \( i \) and \( j \), we set \( S_{ij} = -1 \). We store dependencies between reviewers in \( dep \in \{0, 1\}^{PC \times |PC|} \), dependencies such as recent co-authorships between reviewers \( i \) and \( k \) are expressed by \( dep_{ik} = 1 \) if there is a dependency and 0 otherwise.

4 METHOD

We introduce DiveRS, a Diverse Reviewer Suggestion system for extending conference program committees. It focuses not only on fairness of reviewer assignments but also considers diversity in professional background, location of reviewer candidates and their seniority. We build on and extend a previous state-of-the-art flow-based approach \([21]\), by explicitly modelling diversity as a layer in the flow-graph; see Fig. 1.

4.1 Modelling Diversity

We focus on diversity in three different areas: professional background, location and seniority. We integrate these properties of the assignment in a specific layer in our flow network between papers and reviewers (diversity layer \( L4 \) in Fig. 1). Diversity in professional background means that each reviewer set has to contain at least one reviewer working in academia and one reviewer (possibly the same one) working in industry. For diversity in location it would be desirable to include reviewers in a reviewer set with locations from completely different geographical locations. The goal here is to not have all reviewers in a set being located on the same continent.

We achieve diversity in seniority by enforcing each reviewer set to contain at least one senior researcher \([3, 22]\). Meanwhile, overburdening of reviewers from underrepresented backgrounds can be prevented by decreasing their possible reviewing load. Satisfying all diversity constraints might lead to an increase of the PC size.

4.2 Algorithm

DiveRS identifies submissions with high probability of not obtaining enough suitable (topically fitting and diverse from each other) reviewers and adds new reviewers to the PC accordingly. It then constructs suitable reviewer sets for all submissions from the extended PC. Our reviewer suggestion approach is inspired by PR4All \([21]\), the current state-of-the-art in flow-based reviewer assignment \([10]\). However, PR4All tackles the reviewer assignment problem (RAP), which is only one element of the larger reviewer coverage problem.
4.2.1 PR4All. The goal of PR4All [21] is the fair assignment of suitable reviewer sets for all submissions with a focus on the most disadvantaged ones. The iterative approach fixes one reviewer set for the worst off submission in each iteration. Each iteration constructs partial reviewer sets for all unassigned submissions consisting of the most similar reviewers. This is their central optimisation problem. The partial sets are merged and considered a possible assignment. One assignment resulting in the highest fairness is computed out of several of these possible assignments. From the best overall merged assignment, the worst off paper is finally assigned its reviewers. Fixed (worst off) papers are disregarded in the next iterative assignment and merge steps until all papers are fixed. Due to the merge step, PR4All cannot introduce new conditions for the single reviewers and reviewer sets on the final level only, e.g., lower bounds ($\mu^l_i$) for the number of assigned submissions for each reviewer or that each set must contain at least one reviewer from industry and one from academia. Instead, these lower bounds for reviewers and conditions for reviewer sets would be applied during all parts of the assignment process. Overcoming this issue is non-trivial as all partial assignments which are then merged fulfilling the new conditions could also lead to violated upper bounds ($\mu^u_i$) and an excess of industry reviewers per final reviewer set. For their initial run with sets of size 1, the one reviewer would be required to represent both professional backgrounds which is hard to find. Conditions that only merged assignments have to fulfil cannot be realised in the described optimisation problem. So, PR4All prevents definition of desirable properties for final assignments that surpass mere similarity, such as diversity in certain properties.

4.2.2 DiveRS Subroutine: Reviewer Assignment. We strive to overcome some of the weaknesses in reviewer assignment encountered in PR4All: we introduce individual upper (\(\mu^u_i\)) and lower bounds (\(\mu^l_i\)) of reviewing abilities for each reviewer \(i\) [10]. The lower bound describes the number of submissions, a reviewer has to review at least. Additionally, we allow for the definition of dependencies between reviewers (e.g., in case of shared current affiliations or recent collaborations), as reviewers in a set should have distinct affiliations to make sure that their opinions are sufficiently independent from each other [7]. The resulting constraint can mathematically be described by the expression \(con_{j} \in M \sum_{i \in R_{A}(j),i \in k} dep_{ik} = 0\).

Our goal is to assign reviewers to the best fitting submissions to maximise the overall similarity between assigned reviewers and submissions. The following equation formulates the optimisation objective: \(maximise f^j_i(A) = \sum_{i \in R_{A}(j),i \in M} f(S_{ij})\) while all submissions receive \(\lambda\) reviewers, dependencies between reviewers, COIs, diversity constraints of reviewer sets as well as reviewers’ lower and upper abilities are not violated. \(f\) is a monotonically increasing function used to transform similarity values \([0 : 1] \rightarrow [0 : \infty]\) [21].

Algorithm 1 (main routine) and Algorithm 2 (subroutine) depict the pseudo code of our approach. In the subroutine we construct our flow network such that reviewers review a number of submissions limited by their upper and lower bounds. Submissions are reviewed by \(\lambda\) reviewers. Each reviewer set for a submission is diverse in professional background (at least one from industry and one from academia), location (not all from the same continent) and seniority (at least one senior reviewer). We only allow the allocation of reviewers to submissions, if this combination is contained in \(pairs\). The decision if a reviewer is assigned to a submission is contained in \(L_2\), if there is flow over an edge \((i, t + [M] + j)\) between \(L_2\) (reviewer \(i\)) and \(L_3\) (decision to review submission \(j\), \(i\) is assigned as reviewer for \(j\). If we can compute a max flow, we find an feasible assignment.

4.2.3 DiveRS Main Routine: Reviewer Suggestion for PC Extension. In the main routine we generally first check if the original PC contains enough reviewers such that each submission can be assigned

(RCP) that we are addressing (cf. §3.1). We do not only construct suitable assignments but also identify possibly problematic papers and actively extend the PC to ensure diverse reviewer sets. We first discuss the limitations of PR4All in §4.2.1, followed by the introduction of DiveRS’s reviewer assignment subroutine in §4.2.2 and its main routine in §4.2.3 which is responsible for identifying problematic submissions and suitable reviewer candidates.

4.2.1 PR4All. The goal of PR4All [21] is the fair assignment of suitable reviewer sets for all submissions with a focus on the most disadvantaged ones. The iterative approach fixes one reviewer set for the worst off submission in each iteration. Each iteration constructs partial reviewer sets for all unassigned submissions consisting of the most similar reviewers. This is their central optimisation problem. The partial sets are merged and considered a possible assignment. One assignment resulting in the highest fairness is computed out of several of these possible assignments. From the best overall merged assignment, the worst off paper is finally assigned its reviewers. Fixed (worst off) papers are disregarded in the next iterative assignment and merge steps until all papers are fixed. Due to the merge step, PR4All cannot introduce new conditions for the single reviewers and reviewer sets on the final level only, e.g., lower bounds ($\mu^l_i$) for the number of assigned submissions for each reviewer or that each set must contain at least one reviewer from industry and one from academia. Instead, these lower bounds for reviewers and conditions for reviewer sets would be applied during all parts of the assignment process. Overcoming this issue is non-trivial as all partial assignments which are then merged fulfilling the new conditions could also lead to violated upper bounds ($\mu^u_i$) and an excess of industry reviewers per final reviewer set. For their initial run with sets of size 1, the one reviewer would be required to represent both professional backgrounds which is hard to find. Conditions that only merged assignments have to fulfil cannot be realised in the described optimisation problem. So, PR4All prevents definition of desirable properties for final assignments that surpass mere similarity, such as diversity in certain properties.
Algorithm 1 DiveRS main routine: reviewer suggestion for PC extension.

**Input:** $\lambda, M, PC, S, \mu^l, \mu^u, dep, acalnd, location, seniority, \text{tries}, S_{ERC}, \mu^l_{ERC}, \mu^u_{ERC}, dep_{ERC}, acalnd_{ERC}, location_{ERC}, seniority_{ERC}, \theta, \kappa$

**Output:** Reviewer assignment $A$, problematic papers $M_0$.

1. while PC is not able to produce assignment based on ability and seniority or professional background and $|ERC| > 0$: include new reviewers from underrepresented aspects with highest average similarities to all manuscripts
2. if abilities of PC are not enough to find assignment: terminate with error
3. $\forall$ reviewer-submission pairs from $S$ and $S_{ERC}$ set similarity = -1 if similarity $< \theta$ (equivalent to COI)
4. $M_0 = M$ w/o submissions with all similarities $< \theta$
5. delete reviewers from $PC$ where $\mu^u >$ number of submissions with which they have similarity $\geq \theta$
6. $pairs =$ compute all pairs of reviewers in $PC$ and papers in $M_0$
7. while $\text{sub}(\lambda, M_0, PC, S, \{0\}^{|PC|}, \mu^u, dep, acalnd, location, seniority, pairs)$ does not produce assignment do
8. $fewCandidatePapers =$ papers with $< \lambda$ reviewers w/o COI
9. run sub multiple times w/o $fewCandidatePapers$ and w/o predefined $\%$ of submissions to identify (possibly problematic) submissions where run fails, i.e., for which no assignment can be computed due to ill-fitting or few reviewers in the submission’s area; adjust $pairs$ and $M_0$ for runs, papers with highest probability of failed run are problemPapers
10. insert up to $\kappa$ reviewers in $PC$ from ERC fitting $fewCandidatePapers$ + most problematic problemPapers and underrepresented background variables best
11. delete papers from $M$ as out of scope for which not enough reviewer ($< \lambda$) candidates with similarity $\geq \theta$ can be found
12. $pairs =$ compute all pairs of reviewers and papers
13. end while
14. $f_A = []$ // list of all feasible assignments
15. for try $= 0$, try $\leq$ tries, try ++ do
16. $pairs_A =$ drop predefined percentage of $pairs$
17. $A_{curr} =$ sub($\lambda$, $M_0$, $PC$, $S$, $\mu^l$, $\mu^u$, $dep$, acalnd, location, seniority, $pairs_A$)
18. if $A_{curr} \neq \emptyset$: $f_A.append(A_{curr})$
19. end for
20. return most diverse assignment from $f_A, M \cdot M_0$

someone from both professional backgrounds as well as one senior reviewer. Otherwise, we include new reviewers with missing diversity properties in the PC from ERC (l. 1). The ERC could, e.g., be composed of authors of former instances of a conference. The similarity threshold $\theta$ heavily influences DiveRS, it defines the minimal similarity between submissions and assigned reviewers [10] (l. 3-5, 11). If $\theta=0$, the algorithm often finds a solution to the reviewer assignment problem, computed by the subroutine after including new reviewers based on underrepresented diversity aspects (l. 7), and does not need to identify possibly problematic papers (l. 8-9). Those problematic papers (l. 9) are submissions which have a high probability of not getting assigned reviewers (i.e., where runs of the sub-routine oftentimes fail if they are part of $M_0$). The higher the value of $\theta$, the more difficult it is to find a feasible assignment. A value $\kappa$ describes the number of fitting inserted reviewers per iteration (l. 10). If a feasible assignment (l. 7) has been found for a reviewer set, we randomly exclude reviewers from reviewing submissions in order to find the most diverse assignment (l. 15-20).

Figure 1 depicts our network and associated flow constraints. Nodes $a_i$ indicate the professional background of a reviewer ($a_0 =$ industry, $a_1 =$ academia, $a_2 =$ both). The different $l_i$ indicate the location background of reviewers ($l_y$ indicates the presence of a continent in continents associated with a specific reviewer while $l_y$ indicates the continent’s absence in their continents; $l_0 =$ South America, $l_1 =$ Africa, $l_2 =$ Antarctica, $l_3 =$ Asia, $l_4 =$ Oceania, $l_5 =$ North America, $l_6 =$ Europe). Nodes $s_i$ indicate the different levels of seniority of researchers ($s_0 =$ senior, $s_1 =$ advanced, $s_2 =$ junior). In our implementation, we utilise Gurobi,[3] a commonly used [10, 21] solver software for mathematical optimisation.

Algorithm 2 DiveRS subroutine: reviewer assignment step $sub$. 

**Input:** $\lambda, M, PC, S, \mu^l, \mu^u, dep, acalnd, location, seniority, pairs, \theta$

**Output:** Computed reviewer assignment $A_{curr}$, $\emptyset$ if unfeasible

1. Initialization: flow network (see Figure 1):
   - $L1$ (source, 1 vertex)
   - $L2$ (reviewers, vertex $Vi \in PC$)
   - $L3$ (reviewer paper decision, vertex $\forall j \in M \cdot Vi \in PC$)
   - $L4$ (diversity, 3 vertex types, vertex $\forall x \in M \cdot 20$, see Figure 1)
   - $L5$ (papers, vertex $\forall j \in M$)
   - $L6$ (sink, 1 vertex)
2. Reset flow constraints for all vertices in the network: source, reviewer, decision, diversity, papers, sink
3. $\forall (ij) \in pairs$: insert edge $(i, j)$ between $L2$ and $L3$ (i.e., set capacity $[i, i \cdot |M| + j] = 3$, adjust flow constraints
4. Compute max flow, create assignment $A_{curr}$ corresponding to max flow $\forall (ij)$: if flow on edge $(i, i \cdot |M| + j)$ between $L2$ and $L3$ then assign reviewer $i$ to submission $j$
5. return $A_{curr}$

3https://www.gurobi.com/
We utilise our experimental setup, introducing two new datasets (§5.1), our parameter settings (§5.2), an overview of established measures (§5.3), and novel ones for reviewer assignment assessment, namely diversity and dependency (§5.4).

5 EXPERIMENTAL SETUP

We present our experimental setup, introducing two new datasets (§5.1), our parameter settings (§5.2), an overview of established measures (§5.3), and novel ones for reviewer assignment assessment, namely diversity and dependency (§5.4).

5.1 Datasets

We evaluate on two real-world conference datasets based on the International Conference on the Theory of Information Retrieval (ICTIR) in 2019 (I’19) and 2020 (I’20). The data was made available to us by the conference organisers upon request and signing an NDA. The datasets include all manuscripts submitted to the conferences, not only the accepted ones, authors of submissions, reviewers, real reviewer-submission assignments, and constructed extended reviewer candidate pools. I’19 (I’20) contains 78 (65) papers submitted by 201 (184) authors. 43 (30) papers were accepted and 36 (35) rejected. There were 43 (67) reviewers. The extended reviewer candidate pool consists of 6,445 (5,692) authors from papers which appeared in CIKM, ECIR, ICTIR and SIGIR in the previous five instances of the conferences.

For all reviewers, we retrieved their DBLP key [12], COIs and dependencies (collaborators from the previous five years and persons with current shared affiliations), seniority, location, current affiliation(s) as well as information on whether they are working in industry and/or academia. Demographics were automatically derived from their affiliations and earliest published paper. Additionally, we collected the titles of their publications up until the year of the conference, and abstracts from the previous five years for papers which appeared with Springer or ACM. We performed further manual post-processing to ensure high data quality.

5.2 Parameter Settings

We assign each submission to three reviewers, following the practice of the I’19 and I’20 conferences. Similarity between submissions and reviewers (a concatenation of their publications’ titles and abstracts) is taken to be the cosine similarity of TF-IDF-weighted document representations, thus all similarity values lie in [0, 1]. We utilise \( f(S_{ij}) = \frac{1}{\delta S_{ij}} \) if \( S_{ij} < 1 \) and \( 1 - e^\theta \) otherwise [21].

For DiveRS we set \( \text{tries} = 25 \), \( \kappa = 10 \) and \( \theta = 0 \) to .25 for I’20 and .15 for I’19.4 We set \( \mu^2 \) = 9 for I’19 and 7 for I’20 according to the real number of maximal assigned submissions per reviewer candidate.

For the manual evaluations we obtain reliable human assessments by asking respective PC chairs (3 from I’19 and 2 from I’20) to fill out a questionnaire.

5.3 Established Measures

The following established measures describe the quality of reviewer assignments: mean number of papers assigned to single reviewers [10], fairness of the assignment [10, 21], and average textual diversity of reviewer sets [13].

- Fairness of an assignment \( A \) is defined as the minimal summed similarity between any submission \( j \) and its reviewers \( R_A(j) \) [21]:

\[
\Gamma_f(A) = \min_{j \in M} \left( \sum_{i \in R_A(j)} f(S_{ij}) \right),
\]

with \( f \) being a monotonically increasing function \([0, 1] \rightarrow [0, \infty] \). Average textual diversity of reviewer sets is calculated by the average Kullback-Leibler (KL) divergence between pairs of reviewers assigned to the submissions [13]:

\[
KL = \frac{1}{|R_A(j)|} \sum_{i,k \in R_A(j)} KL_{\text{Divergence}}(i, k).
\]

We calculate this value on an unigram language model of the reviewer’s publication information. Higher values for average KL-divergence indicate less similar reviewers in reviewer sets.

5.4 Novel Measures

We present a novel measure for quantifying the diversity of backgrounds of reviewers. We define diversity for reviewers that are part of a feasible assignment \( A \), as a linear combination of background-, location-, and seniority-based diversity scores (each in \([0, 1]\)):

\[
\text{Div}_{BG}(A) = \text{avg}_{j \in M} (\text{Div}_{BG}(j) + \text{Div}_{L}(j) + \text{Div}_{S}(j)).
\]

Diversity can take values in \([0, 3]\), where higher values are more desirable. Note that diversity of one single reviewer set \( R_A(j) \) can be computed using the same formula by setting \( M = \{j\} \).

The component-level diversity scores are estimated as:

\[
\text{Div}_{BG}(j) = 1 - \frac{|\sum_{i \in R_A(j)} \text{Prof}_{BG}[i]|}{\lambda},
\]

\[
\text{Div}_{L}(j) = 1 - \frac{1}{\binom{|j|}{2}} \sum_{i,k \in R_A(j), i \neq k} \frac{|\text{location}[i] \cap \text{location}[k]|}{|\text{location}[i] \cup \text{location}[k]|},
\]

\[
\text{Div}_{S}(j) = \sum_{\text{val} \in \{0,1,2\}} 3|\{i \in R_A(j) : \text{seniority}[i] = \text{val}\}| \cdot \frac{1}{3},
\]

where for each reviewer \( i \), \( \text{Prof}_{BG}[i] \) indicates the professional background (0 if both, -1 if industry, 1 if academia), \( \text{location}[i] \) denotes the distinct locations associated with \( i \), and \( \text{seniority}[i] \) describing the seniority level (0 if senior, 1 if advanced, 2 if junior).

We further quantify the dependency of an assignment as the percentage of reviewer sets with violated dependencies between reviewers \( i, k \):

\[
\text{Dep}(A) = \frac{\sum_{i,k \in M} \min(|\{j \in R_A(j) : i,k \in R_A(j)\}|, \text{dep}_{ik} = 1)}{|M|} \cdot 100.
\]

**Example.** Given: \( M = \{j\}, R_A(j) = \{i \text{ (both, senior), } k \text{ (academia, senior)}\} \), \( i \) and \( k \) from different locations, \( \text{dep}_{ik} = 0 \). We can then compute \( \text{Div}(A) = (1 \cdot \frac{1}{2}) + (1 - \frac{1}{2} \cdot 0) + (\frac{1}{2}) = \frac{11}{6} \) and \( \text{Dep}(A) = 0 \).

6 EXPERIMENTS

Recall that the output of RCP is twofold: (1) an assignment of reviewer sets to submissions and (2) a ranked list of reviewer suggestions to include in the PC. We thus divide our evaluation into two parts: an examination of reviewer assignments in §6.1, using both automatic (§6.1.1) and manual evaluation (§6.1.2), followed by an evaluation of reviewer suggestions using human assessments by the respective PC chairs in §6.2.

4 Different values for \( \theta \) had to be chosen to find feasible assignments, as \( \theta \) is highly dependent on topical fit between the submissions and the PC.
Table 1: Reviewer assignment results for the automatic evaluation in terms of mean workload per reviewer (mW/R) and all initial PC members (U), number of unused initial PC members (U) as well as dependency (Dep), fairness (I_1^θ), average textual diversity (KL), and diversity (Div) of assignments per dataset and method. Methods marked with \( ^* \) correspond to the restrictive setting.

<table>
<thead>
<tr>
<th>method</th>
<th>d.set</th>
<th>mW/R (PC)</th>
<th>U</th>
<th>Dep</th>
<th>( I_1^\theta )</th>
<th>KL</th>
<th>Div</th>
</tr>
</thead>
<tbody>
<tr>
<td>real</td>
<td>I’19</td>
<td>6.16 (5.44)</td>
<td>5</td>
<td>15.38</td>
<td>2.12</td>
<td>.45</td>
<td>1.51</td>
</tr>
<tr>
<td>PR4All</td>
<td>I’19</td>
<td>7.09 (5.44)</td>
<td>10</td>
<td>48.72</td>
<td>3.51</td>
<td>.52</td>
<td>1.58</td>
</tr>
<tr>
<td>D_θ=0</td>
<td>I’19</td>
<td>6.69 (5.09)</td>
<td>11</td>
<td>0</td>
<td>3.31</td>
<td>.46</td>
<td>2.16</td>
</tr>
<tr>
<td>D_θ=0(^*)</td>
<td>I’19</td>
<td>5.09 (5.09)</td>
<td>0</td>
<td>0</td>
<td>3.07</td>
<td>.45</td>
<td>2.13</td>
</tr>
<tr>
<td>D_θ&gt;0</td>
<td>I’19</td>
<td>6.16 (4.78)</td>
<td>11</td>
<td>0</td>
<td>3.68</td>
<td>.45</td>
<td>2.15</td>
</tr>
<tr>
<td>D_θ&gt;0(^*)</td>
<td>I’19</td>
<td>4.98 (4.78)</td>
<td>2</td>
<td>0</td>
<td>3.68</td>
<td>.45</td>
<td>2.13</td>
</tr>
</tbody>
</table>

For I’20 with D_θ=0.25 we found four papers as well as four original reviewers which were out of scope of the conference. For I’19 with D_θ=15 we found two original reviewers which were out of scope of the conference.

6.1 Part 1: Reviewer Assignment

For evaluating the reviewer set construction properties of our approach (conducted by our subroutine in §4.2.2) we compare different variants of our DiveRS (D_θ) algorithm against (1) assignments produced by a state-of-the-art flow-based reviewer assignment system, PR4ALL [21], and (2) the real reviewer assignments.

6.1.1 Automatic Evaluation. In our automatic evaluation, we report the established measures for reviewer assignment from §5.3, the newly introduced measures from §5.4, and the number of unused reviewers from the original PC.

In addition to the DiveRS default setting, we also report on a restrictive setting, where each reviewer i from the original PC who can review at least one submission (i.e., similarity \( \geq \theta \)) needs to be used in the final assignment (\( I_1^\theta = 1 \)). This setting is desirable to prevent displeasing reviewers who have already been invited to the PC by not assigning them to a submission. In PR4All such an option is not given, including a lower bound for numbers of assignments is impossible as the approach merges assignment sets.

Table 1 reports the results of the automatic evaluation. DiveRS achieves the highest diversity scores regardless of the setting. Real assignments are worse in fairness and diversity than the automatically constructed sets. Usage of D_θ=0 leads to fairer and mostly more diverse results compared to the D_θ=0 variants. KL-divergence does not seem to change much between configurations, but PR4All produces sets with the highest score. Introduction of new PC members naturally reduces the mean workload per reviewer. With the restrictive DiveRS variants to include all reviewers from the original PC in the assignment (marked with \(^*\)), we achieve fairness, KL, and diversity values comparable to the unrestricted variants. For unrestricted DiveRS versions, the number of unused reviewers from the original PC also lies around the value produced by PR4All. Of all methods, it is only DiveRS that prevents the generation of assignments with dependencies between reviewers in sets.

6.1.2 Manual Evaluation. We set up an online questionnaire where the two respective groups of PC chairs assessed the suitability of reviewer sets for ten randomly drawn submissions for their conferences. We presented them with four reviewer sets:

- The real assignment as well as three automatic assignments produced by PR4All, D_θ=0, and D_θ>0. For each assignment, PC chairs indicated the set’s suitability on a four-point scale (no reviewers are suitable, two reviewers need to be replaced, one reviewer needs to be replaced, suitable assignment) and justified their decision in a free-text field.

Figure 2 shows the average diversity against the number of suitable reviewers, for the two datasets combined. Both D_θ=0 and D_θ>0 produce reviewer sets with fewer suitable reviewers than the real assignment and PR4All—on the other hand, they produce much more diverse assignments. We observed low agreement between PC chairs when asked about the suitability of reviewer sets, as reflected in the standard deviations. It suggests that there are additional factors that may need to be considered in the reviewer assignment task; the free text comments, however, did not allow us to identify any common patterns.

6.1.3 Summary of Findings. DiveRS achieves fairness values which are comparable to those achieved by PR4All, without specifically focusing on this aspect of the problem. Additionally, our approach introduces more options to control reviewer load and to ensure the independence of reviewers. The resulting diversity values for DiveRS are much better than those of the real assignments or PR4All.

In our experiments, we found that there is a high probability of not assigning papers to all reviewers from the initial PC. Some members might have been included in a PC solely due to their reputation, not because of current interests or expertise in the fields of the submissions [2]. Unlike other methods, DiveRS offers the possibility of enforcing the involvement of all (fitting) PC members.

Manual evaluation showed the difficulty of objectively assessing the suitability of reviewer assignments, as we observed a high degree of disagreement between PC chairs. A comparison of diversity

\(^*\) If sets produced from different methods are identical, we only depict it once.
Table 2: Reviewer suggestion results, listing average values for relevance of explanation (r), confidence (f), usefulness (u), convincingness (c), as well as suggestion ranking (NDCG) per dataset. Usefulness and convincingness are further subdivided (in parentheses) to cases with relevance below 3 (u<, c<) and above 3 (u>, c>).

<table>
<thead>
<tr>
<th>d.set</th>
<th>r</th>
<th>f</th>
<th>u (u&lt;, u&gt;)</th>
<th>c (c&lt;, c&gt;)</th>
<th>NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Γ'19</td>
<td>2.22</td>
<td>4.06</td>
<td>2.56 (2.15/3.67)</td>
<td>2.06 (1.69/3)</td>
<td>.7967</td>
</tr>
<tr>
<td>Γ'20</td>
<td>2.65</td>
<td>3.65</td>
<td>2.2 (1.89/2.17)</td>
<td>2.25 (1.56/3.17)</td>
<td>.9105</td>
</tr>
</tbody>
</table>

against the number of suitable reviewers revealed DiveRS’ tendency to sacrifice some suitability in order to achieve high diversity.

6.2 Part 2: Reviewer Suggestion

In the second part of the evaluation, we measure the quality of reviewer suggestions for inclusion in the PC; this corresponds to our main routine (§4.2.3). We consider up to ten reviewer candidates suggested by DiveRS (for Γ'19 and 10 for Γ'20). PC chairs are given a list of reviewers that could be invited. Each candidate is presented by their name, link to their DBLP profile, their main diversity attributes (professional background, location, seniority) as well as an explanation why they would be useful for an exemplary submission (e.g., non-academia and academia background, topically fitting). Additionally, other submissions in which the suggested candidate could help are listed. PC chairs are then asked to rate the relevance of the suggestion, their confidence in their assessment, as well as the usefulness of the explanation and how convincing it is on a Likert scale from 1 (not at all) to 5 (very).

The PC chairs’ agreement on the relevance of suggestions is low for both datasets, which leads us to believe that this task is also very difficult to evaluate. The average values for assessed quality dimensions of suggested reviewer candidates are listed in Table 2. In general, relevancy for suggested reviewers is low, usefulness and convincingness of explanations increase drastically if only relevant (relevancy>3) are considered. We also evaluate suggestions as a ranked list in terms of NDCG, and observe high scores, especially for Γ'20. This can be interpreted as our method’s ability to estimate the confidence of the recommendations and rank them accordingly. Our results hint at difficulties in suggestions’ quality assessment, which should be investigated further to make findings more conclusive.

7 CONCLUSION

In this paper we introduced the novel reviewer coverage problem and proposed DiveRS, a flow-based reviewer assignment and PC member suggestion approach to solve it. DiveRS constructs diverse and fair reviewer set assignments for submissions and also suggests new reviewer candidates for inclusion in the PC. Our evaluation on two real world datasets showed DiveRS’ superior diversity compared to both real assignments and the current state-of-the-art. Our experiments also highlighted the inherent difficulties of the reviewer assignment task, as evidenced by the low inter-annotator agreement between former PC chairs.

Future work could include utilising bidding information, when available, to identify papers with insufficient coverage. Requiring junior reviewers to be part of each reviewer set may be desirable at times. Also, candidate suggestions may be subjected to stricter requirements, e.g., they should be able to review multiple submissions or not be considered at all. Additionally, creating a reusable dataset for reviewer suggestion will be a challenge in itself. Finally, there are further gains to be made by employing more advanced methods for determining the similarity between reviewers and submissions.
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