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Abstract
Conversational recommender systems (CRSs) provide users with
an interactive means to express preferences and receive real-time
personalized recommendations. The success of these systems is
heavily influenced by the preference elicitation process. While
existing research mainly focuses on what questions to ask dur-
ing preference elicitation, there is a notable gap in understanding
what role broader interaction patterns—including tone, pacing, and
level of proactiveness—play in supporting users in completing a
given task. This study investigates the impact of different conversa-
tional styles on preference elicitation, task performance, and user
satisfaction with CRSs. We conducted a controlled experiment in
the context of scientific literature recommendation, contrasting
two distinct conversational styles—high involvement (fast-paced,
direct, and proactive with frequent prompts) and high consider-
ateness (polite and accommodating, prioritizing clarity and user
comfort)—alongside a flexible experimental condition where users
could switch between the two. Our results indicate that adapting
conversational strategies based on user expertise and allowing flex-
ibility between styles can enhance both user satisfaction and the
effectiveness of recommendations in CRSs. Overall, our findings
hold important implications for the design of future CRSs.

CCS Concepts
• Information systems→Users and interactive retrieval; Rec-
ommender systems; • Human-centered computing → User
studies; Natural language interfaces.
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1 Introduction
Conversational recommender systems (CRSs) are interactive plat-
forms that engage users in a dialogue, enabling the expression of
preferences and feedback in real-time [17]. This dynamic interac-
tion not only distinguishes CRSs from traditional recommender
systems but also underlies their core advantage: the ability to pro-
vide personalized, context-aware recommendations that adapt to
the user’s current needs and preferences. Consequently, the success
of CRSs largely depends on the effectiveness of preference elici-
tation, as it directly influences the relevance and accuracy of the
recommendations [32].

Existing approaches in CRSs emphasize the significance of
question-based user preference elicitation, focusing on what to
ask users, and how to adapt the recommendations based on their
responses [11]. The goal here is to understand and utilize user pref-
erences to improve recommendation accuracy. However, there is
still a limited understanding of how to ask preference elicitation
questions within the broader context of a conversation. The interac-
tion between users and CRSs plays a critical role in how effectively
the system can support users in completing their tasks, yet there is a
notable lack of research focusing on the design choices and conver-
sational styles that lead to successful interactions [18, 30]. Recent
studies have demonstrated that different conversational styles can
significantly influence user engagement, task performance, and per-
ceived cognitive load in online work environments [34, 35]. These
findings suggest that conversational styles can indeed have a pos-
itive impact on interaction outcomes, underscoring the potential
for similar benefits in CRSs.

The main objective of our work in this paper is to investigate
how conversational styles influence the preference elicitation pro-
cess within CRSs, and in turn, affect overall task performance and
user satisfaction. We examine the impact of conversational styles
through three specific research questions (RQs) within the context
of a given CRS:

• RQ1 What is the impact of various conversational styles on
preference elicitation?

• RQ2 What is the impact of various conversational styles on
task performance?

• RQ3 What is the impact of various conversational styles on
user satisfaction?
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To address these research questions, we conducted a controlled
experiment within the context of scientific literature recommen-
dations, where study subjects were tasked with finding relevant
literature given a topic description. This user study involves an in-
teractive agent designed with distinct conversational styles across
three experimental conditions: (1) high involvement, where the sys-
tem takes initiative, makes frequent suggestions, and utilizes fast
interaction by use of buttons; (2) high considerateness, a relatively
more passive interaction approach, supporting users in their deci-
sions but not taking initiative; and (3) a flexible setting that grants
users the agency to switch between styles at will. Each condition
is analyzed to assess its impact on the preference elicitation stage,
task performance, and user satisfaction in a CRS.

We recruited 30 master’s and PhD students in computer science
as participants for our study. They were randomly assigned a set of
three tasks from one of two domains: Computer Science (expected
high familiarity) and Physics (expected low familiarity). This divi-
sion allowed us to examine how domain familiarity influences the
effectiveness of different conversational styles in a CRS.

Our main findings indicate that participants with higher domain
familiarity prefer the high involvement style for its efficiency and di-
rectness, enabling them to express their preferences quickly without
what could be perceived as ‘unnecessary explanations.’ In contrast,
participants with less familiarity favored the high considerateness
style due to its explanatory nature, which helped them understand
the choices and make informed decisions. Objective measures of
task performance confirm the benefits of the high considerate-
ness style for enhancing the quality of user selections, particularly
among participants with lower domain familiarity. Moreover, al-
lowing users to switch between conversational styles enables them
to optimize their interaction based on personal preferences or situ-
ational needs, further improving task performance.

The main contributions of this work are as follows: (1) We design
and conduct a comprehensive user study to empirically investigate
how different conversational styles impact preference elicitation,
task performance, and user satisfaction in CRSs (Section 3). (2) We
develop a novel conversational scholarly assistant, specifically de-
signed for this study, which are open-sourced to enable further
research and development in the field of conversational recom-
mender systems (Section 4). (3) We perform a quantitative anal-
ysis of the collected data, showing that different conversational
styles are more effective depending on the level of user familiar-
ity with the task domain (Section 5). The code and study mate-
rials developed within this paper are made publicly available at
https://github.com/iai-group/umap2025-convstyles.

2 Related Work
We are inspired by, build on, and position our work and contribu-
tions in the following realms of existing literature: conversational
recommender systems (Section 2.1), preference elicitation in CRSs
(Section 2.2), and conversational styles (Section 2.3).

2.1 Conversational Recommender Systems
Early recommender systems, such as collaborative filtering [36],
logistic regression [31], and gradient boosting decision trees [5],
rely heavily on historical data to predict user preferences. While

effective, these approaches struggle in cold-start scenarios where
user data is sparse and fail to adapt to evolving preferences in
real time. Additionally, they treat recommendation as a one-shot
process, making them less suitable for high-involvement products
(i.e., products bought rarely but chosen with more care and time)
that require deliberation [17, 26].

A conversational recommender system (CRS) engages users in
multi-turn conversations to elicit detailed, real-time preferences
using natural language [17]. Beyond capturing explicit preferences,
CRS can process feedback and explain recommendations. Gupta
et al. [13] found that a CRS was more effective in building user trust
and satisfaction in an online housing recommendation systemwhen
compared to a conventional web interface. Gao et al. [11] identified
five primary challenges in CRS research: effective preference elicita-
tion, multi-turn strategy optimization, improving natural language
understanding and generation, balancing exploration-exploitation
trade-offs, and robust evaluation including user simulation. This
work shifts the focus of question-based preference elicitation from
what to ask to how to ask it. Specifically, we investigate how conver-
sational style influences preference elicitation, task completion, and
user satisfaction. We conduct this study in the scholarly domain,
which serves diverse information needs, involves non-sensitive
data, and engages users with domain expertise [2].

2.2 Preference Elicitation
Preference elicitation is a core challenge in CRSs, involving two
key questions:What to ask? and How to adjust the recommendations
based on user responses? [11]. There are two primary approaches:
item-based and attribute-based elicitation. Item-based methods di-
rectly query users about specific items, updating recommendation
lists based on feedback [7, 37, 49]. This shifts recommendation
models from static historical data to more dynamic, interactive
systems. Attribute-based methods focus on user preferences for
item attributes and include critiquing-based techniques, where
users refine recommendations by providing feedback on specific
attributes [29, 47]. Reinforcement learning-based approaches fur-
ther optimize attribute selection by adapting to user preferences
over multiple interactions [27, 40]. Kostric et al. [24] argued that
users with lower domain expertise may struggle to answer attribute-
based and proposed usage-oriented questions as an alternative. Our
work employs an attribute-based approach but focuses on how
questions are asked rather than what is asked. We investigate how
conversational style influences user responses and recommendation
effectiveness, potentially enabling more personalized and efficient
interactions. Prior work has also explored guiding user preference
expression through nudging techniques, where systems directly
suggest or emphasize specific areas for further inquiry [12]. Such
techniques include repetition or speech modifications to steer users
toward particular content. In contrast, our study does not aim to
guide users but instead observes the effects of conversational style
on preference elicitation.

2.3 Conversational Styles
Conversational styles play a crucial role in shaping lexical com-
munication. Early work by Lakoff [25] categorized them into four
types based on relational dynamics between participants: (1) clarity,
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an ideal mode of discourse; (2) distance, a style that does not impose
others; (3) deference, a style giving options; and (4) camaraderie,
direct expression of desires. Based on this, Tannen [42, 43] analyzed
social discourse and identified two broad styles: high involvement,
characterized by active engagement and assertiveness, and high
considerateness, which prioritizes politeness and listener comfort.

In a relevant study, Kim et al. [22] compared survey response
data quality acquired from a web platform in comparison to a chat-
bot having either a casual or a formal conversational style. The
chatbot using a casual conversational style attempted to establish
a relationship with users using linguistic features that overlap with
both of Tannen’s high-involvement and high-considerateness con-
versational styles. The chatbot using formal style is akin to the
clarity style (i.e., showing no involvement and the least relation-
ship with the user) as summarized by Lakoff [25]. Additionally,
Shamekhi et al. [38] found that users prefer agents mirroring their
own style, a finding reinforced by studies of information-seeking
conversations Thomas et al. [44] using the MISC dataset [45].

While prior CRS work has explored human-like dialogue gen-
eration [28], our study systematically examines the impact of con-
versational style on preference elicitation and user experience. We
operationalize Tannen’s high-involvement and high-considerateness
styles to investigate their effects on CRS interactions.

Traditionally, response styles in dialogue systems were imple-
mented via templates [35]. Recently, a new approach has emerged
where large language models (LLMs) are used to simulate per-
sonas [1, 39, 48], where personas are loosely defined fictional char-
acters with traits such as tone, backstory, and personality [41].
Our work differs by controlling not just tone but also interaction
dynamics, including pacing and engagement level. Exploring the
longitudinal impact of conversational styles, particularly on user
trust and reliance [15, 16, 46], and the use of anthropomorphized
avatars [20] on preference elicitation in CRSs are important avenues
for future work.

3 Study Design
In this section, we detail the experimental design for our user study,
where our main objective is to explore how conversational styles
affect the preference elicitation process in CRSs and shape task per-
formance and user satisfaction. Specifically, we contrast two conver-
sational styles, which are detailed in Section 3.1: high involvement,
a fast-paced, direct, and proactive style, where the system takes
the initiative and frequently offers suggestions, and high consider-
ateness, a polite and accommodating style that prioritizes clarity
and alignment with users, allowing them to guide the interaction
while the system provides support and additional information as
needed. The task given to the participants is described in Section 3.2.
The evaluation, where we focus on both objective and subjective
measures, is described in Section 3.3. The experiments are carried
out on a prototype CSA system, which is detailed in Section 4.

3.1 Conversational Styles: High Involvement
and High Considerateness

In our study, we operationalize two distinct conversational styles
for the CRS: high involvement (HighInv) and high considerateness
(HighCon), drawing on the framework developed by Tannen [43].

Table 1: A comparison between high-involvement and high-
considerateness conversational styles, adopted from [35].

Criteria High
involvement

High
considerateness

C1. Rate of speech fast slow
C2. Turn-taking fast slow
C3. Introduction of topics w/o hesitation w/ hesitation
C4. Use of syntax simple complex
C5. Directness of content direct indirect
C6. Utterance of questions frequent rare

These conversational styles, originally observed in human-human
interactions, reflect varying social and cultural norms that shape
communication patterns. They have been adapted to human-agent
interactions, with specific criteria guiding conversational agent
design to emulate these styles [35].

Table 1 summarizes the key differences between the HighInv
and HighCon styles across six criteria (C1–C6). The criteria include
rate of speech (C1), turn-taking (C2), introduction of topics (C3), use of
syntax (C4), directness of content (C5), and utterance of questions (C6).
In the HighInv style, the system communicates with a fast rate of
speech and rapid turn-taking, introduces topics without hesitation,
uses simple syntax, is direct in content delivery, and asks questions
frequently. Conversely, the HighCon style features a slower rate of
speech and turn-taking, introduces topics with hesitation, employs
complex syntax, communicates indirectly, and rarely asks questions.
Figure 1 shows excerpts from conversations contrasting the two
styles where the user expresses the same information need.

To operationalize the criteria in our CRS, we group the criteria
into two categories: Pacing and Tone (C1, C2, C4, C5) and Content
Introduction and Questioning (C3, C6).

3.1.1 Pacing and Tone. Pacing refers to how quickly the con-
versation progresses, influenced by the rate of speech (C1) and
turn-taking (C2). In the HighInv style, we simulate a fast rate of
speech by displaying messages word by word with minimal delays
between words (ranging from 5 to 50 milliseconds between each
word), creating a sense of urgency. Shorter texts are displayed with
slightly longer delays to simulate user typing speeds, preventing
messages from appearing too abruptly. For longer texts, the delay
is reduced to avoid making users wait too long. Turn-taking is
rapid, with the system responding promptly after the user’s input,
maintaining a dynamic interaction flow. Additionally, responses in
this style are separated into several shorter messages, which con-
tributes further to the sense of urgency. In contrast, the HighCon
style features a slower rate of speech, with messages displayed
character by character in a single long message and with longer de-
lays (7 to 70 milliseconds between each character), fostering a more
relaxed interaction. This is in stark contrast to the HighInv style,
where messages are presented word by word. The delay difference
is highly discernible: the word-based delay in the HighInv style
contributes to a sense of urgency and momentum. In contrast, the
character-based delay in the HighCon style slows the interaction
down, encouraging users to process information carefully before
responding. Turn-taking is deliberate, with pauses before the sys-
tem responds, allowing users more time to process information.
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Figure 1: Contrasting example conversations between two conversational styles for the same user need. HighInv style on the
left and HighCon style on the right.

This delay is built-in to cater for the time taken to generate detailed
explanations.

Tone encompasses the use of syntax (C4) and directness of con-
tent (C5), affecting the system’s manner of communication. The
HighInv style uses simple syntax and direct language, conveying in-
formation concisely. This approach creates an assertive and efficient
tone. The HighCon style employs more complex syntax and indirect
language, often using polite expressions and detailed explanations.
This results in a considerate and supportive tone.

3.1.2 Content Introduction andQuestioning. Content intro-
duction (C3) pertains to how the system introduces new topics or
suggestions. In the HighInv style, the system introduces topics
without hesitation, frequently suggesting new keywords or prefer-
ences. It actively guides the conversation by offering options for
the user to consider, using buttons to encourage users to act. In
the HighCon style, the system introduces topics with hesitation,
providing explanations before making suggestions. It waits for the
user’s cues by asking for confirmation before adding a preference,
allowing the user to steer the conversation.

Utterance of questions (C6) relates to how often the system asks
questions. The HighInv style asks questions frequently, aiming
to gather information rapidly and keep the conversation moving
forward. These questions are often direct and require immediate
responses. The HighCon style asks questions rarely, and when it
does, they tend to be open-ended or for confirmation to make sure
there is alignment between the user and the agent. This approach
reduces pressure on the user and encourages reflective responses.

Pre-task 
Phase

Questionnaire

Instructions

Task Description

Prior Experience

Topics Familiarity

Random Style 
Selection

Alternate Style 
Selection

Flexible 
Style

Main Task 1

Post-Task 
Questionnaire

CRS-Que

Main Task 2

Post-Task 
Questionnaire

CRS-Que

Main Task 3

Final 
Questionnaire

NASA-TLX

Style Comparison

Figure 2: The user journey through the study phases: pre-
task familiarization, main task interaction with the conver-
sational system (counterbalanced with respect to which style
is first encountered by participants), and post-task feedback.
Participants completed three tasks in a randomized order
with varying conversational styles, followed by feedback af-
ter each task.

3.2 Task Design
Figure 2 illustrates the user journey in our study, which consists of
three experimental conditions with varying conversational styles
of the CRS: HighInv (high involvement), HighCon (high consider-
ateness), and Agency (providing users with the agency to select and
manipulate the conversational style of the CRS between HighInv
and HighCon). We employ a mixed experimental design, with con-
versational style as a within-subjects factor and the topic set as a
between-subjects factor. Specifically, we recruit master’s and Ph.D.
students in computer science as participants to engage with each



condition. We ask participants to use a scholarly conversational
assistant to find research papers relevant to a given research topic.1
To investigate the influence of prior knowledge, we divide partici-
pants into two groups. One group is presented with research topics
from their primary domain (computer science). This allows us to
assess how prior knowledge may affect their interaction with the
CRS and task performance. In contrast, the second group engages
with topics outside their primary domain of expertise (physics), en-
suring their reliance on the CRS is not confounded by pre-existing
knowledge. This approach allows us to isolate the CRS’s perfor-
mance from the participant’s familiarity with the subject matter.
To minimize order effects, the topic order is randomized for each
participant. The topics used in our study were carefully chosen
based on the expected familiarity of our participants and the avail-
ability of relevant academic papers. The computer science topics
were fictional and designed by the authors to reflect the knowl-
edge students are expected to have in our university’s applied data
science curriculum at the time of the study. This design choice
ensured the tasks were engaging and appropriately challenging
for our participants. In contrast, the physics topics were actual
master’s thesis topics provided to us by the Department of Physics
at the University of Stavanger. To support the CRS functionality,
we utilized papers from the arXiv2 database. ArXiv was chosen for
its extensive and up-to-date coverage of both Computer Science
and Physics domains, making it an ideal source for scholarly liter-
ature recommendations. The study is split into three phases: the
pre-task phase, where participants familiarize themselves with the
system; the main task phase, where they interact with the CRS to
complete their assignment; and the post-task phase, where they
provide feedback on their experience.

In the pre-task phase, participants begin by completing a ques-
tionnaire designed to capture their familiarity with conversational
assistants and assess their prior knowledge of the research top-
ics included in the study. The questionnaire includes questions on
participants’ experience with conversational systems, such as how
frequently they use these systems, their satisfaction with past inter-
actions, and specific likes or dislikes. Additionally, they are asked to
self-report their familiarity with two domains: Machine Learning
and Neural Networks, as well as Theoretical Physics and Quan-
tum Mechanics. This helps us gauge the participants’ perceived
domain expertise before they engage with the system. Following the
questionnaire, participants are provided with detailed instructions
about the study, including screenshots of the system’s interface
that highlight key functionalities. No formal training or hands-on
exploration of the system is provided, as the design prioritizes an
intuitive, conversational interaction experience.

During the main task, each participant engages with all three
experimental conditions (HighInv, HighCon, Agency) in a counter-
balanced sequence. Simple randomization is employed for the first
two conditions (HighInv and HighCon) to control for order and
learning effects, minimizing potential biases. This setup ensures an
even distribution, with half of the participants beginning with the
HighInv condition and the other half starting with the HighCon
condition. The Agency condition is consistently positioned as the

1In our study, a research topic is a specific subject or study area within a broader field.
2https://arxiv.org/

final condition for all participants. This design choice was made to
increase the ecological validity of users’ agency in selecting their
preferred conversational style, based on an informed understand-
ing and expectation obtained after exposure to both styles. We
recruited 30 participants, all master’s or PhD students in the field
of Computer Science, prioritizing academic expertise and domain
knowledge as the primary inclusion criteria. General demographic
information, such as age or gender, was not explicitly collected.

Participants in the study are asked to assume the role of a stu-
dent, tasked with compiling a set of 5 research papers relevant to a
given topic,3 thereby simulating the process of gathering related
work for a master thesis. The requirement to select 5 papers ensures
sustained engagement with the conversational system and provides
a clear objective. While interacting with the agent, participants
bookmark relevant articles in real time to indicate their choices.
This serves a dual purpose: it provides an end goal that partici-
pants work towards and allows us to gather data to assess their
performance across the experimental conditions. While there is
no algorithmic difference in paper recommendations between con-
ditions, the interaction patterns and participant keyword choices
influence the outcomes.

After completing each task, participants are asked to complete
the CRS-QUE questionnaire [19], designed to evaluate user experi-
ence across four categories: Perceived Qualities, User Beliefs, User
Attitudes, and Behavioral Intentions. CRS-QUE, which builds upon
the ResQue [33] framework for recommender systems, captures
both recommendation and conversational aspects of the system’s
performance. Following the final condition (Agency), where par-
ticipants can freely switch between the two conversational styles,
they answer a set of custom questions. These questions focus on
their preferred conversational style, the specific aspects they found
appealing, and whether they interacted more frequently with one
style over the other. Additionally, participants are asked to reflect
on how their interaction might change based on familiarity with the
research topics. Finally, the NASA-TLX [14] questionnaire is lever-
aged at this stage to assess the participants’ perceived cognitive
load during their interactions with the system.

3.3 Evaluation
The evaluation of our user study is two-fold, encompassing both
subjective user experience and objective performance metrics. For
the subjective component, we gather feedback using post-task ques-
tionnaires designed to capture participants’ perceptions of our CRS.
Specifically, we employed the CRS-Que [19] questionnaire, which
asks participants to rate their satisfaction across several dimensions:
perceived usefulness and ease of use (Perceived Qualities), trust in
the CRS (User Beliefs), overall attitudes toward its use (User Atti-
tudes), and future usage intent (Behavioral Intention). The responses
are captured on a 7-point Likert scale, allowing us to quantify
participants’ overall satisfaction and engagement with the system.
Following the final task, open-ended questions are included to allow
participants to elaborate on their experiences, offering qualitative
insights into how the different conversational styles affected their
interaction with the CRS.

3Participants in our study had no prior knowledge of the specific topics.



Start

Input

Choice 
(Opt.)

Introduction Elicitation

Recommendation

Reveal?

Topic 
Suggestion

Input

 Explanation + 
Confirm 

Understanding

Related 
Topic 

Explanation

Updated 
prefs?

Updated
Recs.

Preference 
Update 

Suggestion

End

Input Confirm?

Figure 3: Dialogue flow. The green path shows the main flow
for the HighInv, while the orange shows the path for the
HighCon conversational style.

In assessing the objective measures in our study, we focus on the
efficiency of the conversational assistant. We do this by analyzing
the number of interaction turns and time required for participants
to identify relevant articles, both of which are standard metrics
for evaluating the efficiency of task-oriented dialogue systems [8].
These metrics help us identify which conversational style leads
to quicker and more effective recommendations and how this cor-
relates with participants’ subjective experiences. To assess task
performance, we evaluate the quality of the bookmarks partici-
pants collected during their interactions with the system. Rele-
vance scoring for these bookmarked articles is obtained using a
Large Language Model (LLM), building on the approach by Fag-
gioli et al. [10]. Then, an expert in Computer Science verified the
LLM-generated relevance scores, achieving substantial inter-rater
agreement (𝜅 = 0.78). Each article is assigned a relevance score of
0 (irrelevant), 1 (somewhat relevant), or 2 (highly relevant), allow-
ing us to determine how effectively the CRS helped participants
identify the most relevant papers for their tasks.

4 Conversational Scholarly Assistant System
In this section, we describe the experimental system, i.e., the Con-
versational Scholarly Assistant (CSA), that we developed and used
to conduct our study. In Section 4.1, we describe the two conversa-
tional flows that users experienced, while in Section 4.2, the system
design and architecture are described.

4.1 Conversational Flow
To address our research questions, we designed a system with two
conversational flows characterized by distinct conversational styles.
While the underlying task of eliciting preferences and presenting
recommendations remains consistent across both styles, the inter-
action patterns differ to reflect the respective conversational styles.
Figure 3 illustrates the core conversational flow, highlighting the
differences between the HighInv and HighCon styles. There are
two main points of divergence in the flow. First, after the initial
elicitation and revealing of preferences, the HighInv style proceeds
directly to presenting recommendations. In contrast, the HighCon
style engages in an additional round of interaction, providing ex-
planations of keywords the user mentioned and confirming under-
standing before offering recommendations. This ensures that the

Figure 4: Architecture of the Conversational Scholarly Assis-
tant (CSA) system used in this study.

user’s preferences are well-understood and aligned with the recom-
mendations. The second distinction in the flow between the two
conversational styles appears after recommendations are presented.
In the HighInv style, the system actively suggests related topics
and encourages users to make choices via buttons (though free-text
input is always available). This proactive approach aligns with the
HighInv style’s emphasis on taking initiative and maintaining a
dynamic interaction flow. Conversely, in the HighCon style, the
system provides explanations of related topics without nudging
the user to select them, allowing users to steer the conversation
according to their preferences.

Throughout both conversational flows, syntax, and tone are
carefully chosen to match the intended style. The HighInv style
employs concise language and straightforward content, while the
HighCon style opts for detailed explanations and a relatively more
nuanced approach to information delivery (see Figure 1).

Although there are notable differences in the operationalization
of the two conversational styles, it is important to note that the
functionality of the system remains fundamentally the same across
these two styles. The contrasting conversational styles merely of-
fer flexibility in how information is requested or presented. For
instance, although the HighInv style proactively makes sugges-
tions without prompt, users can similarly request suggestions in
the HighCon style. While the former may leverage buttons for quick
responses, it also supports free text input, mirroring the latter’s pref-
erence for open-ended dialogue. Furthermore, despite the frequent
explanations characteristic of the HighCon style, users engaged in a
HighInv style conversation can still request detailed explanations
whenever necessary.

4.2 System Architecture and Modeling
Our system adopts a modular, component-based architecture [21,
Chapter 15]. This widely adopted architecture [4, 23] comprises of
three main modules: Natural Language Understanding (NLU), Dia-
logue Management (DM), and Natural Language Generation (NLG)
(Figure 4). Additionally, CSA integrates User Modeling, Recommen-
dation, and Topic Suggestion modules to enhance personalization
and relevance in the user experience.

The NLU module interprets user inputs by identifying intents
and extracting relevant entities. We utilize a fine-tuned JointBERT
model [6] based on SciBERT [3] for improved scholarly-domain un-
derstanding. The model recognizes a set of predefined user intents
and actions, enabling the handling of various user requests. The DM



Table 2: Interaction metrics by conversational style. Note that for the number of turns and duration, lower is better. For elicited
preferences and seen recommendations, higher is better. We report 𝜇 ± 𝜎 (mean and standard deviation) and mixed-design
ANOVA (style: within-subjects; domain: between-subjects) F-statistics with associated 𝑝-values.

Metric HighCon HighInv Agency Style Effect Domain Effect Interaction Effect

Num. Turns 16.79 ± 11.15 14.75 ± 8.46 14.08 ± 7.7 𝐹 (1, 22) = 0.42, 𝑝 = .519 𝐹 (1, 22) = 1.23, 𝑝 = .277 𝑭 (1, 22) = 4.49, 𝒑 = .045
Duration (min) 13.17 ± 6.19 12.77 ± 8.52 13.54 ± 9.84 𝐹 (1, 22) = 0.38, 𝑝 = .540 𝐹 (1, 22) = 0.05, 𝑝 = .816 𝐹 (1, 22) = 0.00, 𝑝 = .949
Recs. Seen 20.58 ± 12.91 30.25 ± 20.46 21.92 ± 11.65 𝐹 (1, 22) = 4.14, 𝑝 = .054 𝑭 (1, 22) = 11.23, 𝒑 = .002 𝑭 (1, 22) = 14.49, 𝒑 < .001
Prefs. Elicited 6.58 ± 4.72 6.58 ± 6.20 5.58 ± 3.75 𝐹 (1, 17) = 0.80, 𝑝 = .381 𝐹 (1, 17) = 0.00, 𝑝 = .999 𝑭 (1, 17) = 9.19, 𝒑 = .007

module maintains the dialogue state and directs the conversational
flow based on Section 4.1. In the HighInv style, the DM proactively
offers suggestions and encourages rapid interactions, while in the
HighCon style, it provides explanations and seeks confirmations to
ensure alignment with the user’s intent. The User Modeling module
tracks and updates user preferences as keyphrases reflecting areas
of interest or disinterest. The system is stateful, maintaining a per-
sistent record of all user preferences throughout the conversation
unless the user chooses to remove them. This allows the system to
personalize the interaction by dynamically updating user profiles,
ensuring more relevant recommendations. The Recommendation
module retrieves research papers from an arXiv-based external data-
base and ranks them using BM25. It first selects the top 100 papers
based on positive preference keyphrases, then refines rankings by
subtracting BM25 scores for negative preference keyphrases. This
ensures papers aligned with user disinterests are ranked lower. The
final top 10 papers are presented as recommendations.

The Topic Suggestion module analyzes recommended articles to
extract the three most common keyphrases, leveraging the Joint-
BERT model from the NLU module for consistency across sys-
tem components. This enables dynamic topic suggestions closely
aligned with the user’s current preferences. The NLG module gen-
erates system responses using a hybrid approach: predefined tem-
plates for standard interactions and LLM-based dynamic generation
for complex tasks. For most intents—such as eliciting preferences,
acknowledging updates, or suggesting topics—the system selects
from multiple templates per style to ensure variety and coherence.
These templates are designed to align with the conversational tone,
concise and direct for the HighInv style, and more elaborate and
polite for the HighCon style. For tasks requiring deeper explanation
or justification, the system dynamically generates responses using
an LLM. Our implementation employs LLama 3.1 [9] to provide
rich, context-aware explanations.

5 Results and Analysis
Next, we present the findings of our study examining how con-
versational styles influence the usage of a CRS in the context of
identifying relevant scientific literature on a given topic.We address
the research questions by analyzing the impact of conversational
styles on preference elicitation, task performance, and user engage-
ment. We conducted ANOVA analyses to assess differences across
conditions, applying a standard significance threshold of p < 0.05.
Given the exploratory nature of our study and a small sample size,
our primary objective is to observe trends and patterns rather than
establish statistically significant effects.

5.1 Effect on Preference Elicitation
To investigate how conversational styles affect preference elicita-
tion (RQ1), we analyzed interaction metrics across the three conver-
sational styles: HighCon, HighInv, and Agency. All 30 participants,
master’s and PhD students in computer science, completed tasks
using each style within their randomly assigned domain—either
Computer Science (high familiarity) or Physics (low familiarity). The
average self-reported familiarity scores were significantly different
(𝑝 < 0.001), 5.2 for Computer Science and 2.64 for Physics on a
7-point Likert scale.

Table 2 summarizes the interaction metrics. Although the aver-
age number of elicited preferences (6.58) is identical for HighCon
and HighInv conditions and slightly higher than in the Agency
condition, a significant style-by-domain interaction (𝑝 = 0.007)
indicates that the effectiveness of these styles depends strongly on
domain familiarity.

For recommendations seen, participants in HighInv viewed sub-
stantially more items (30.25) than in HighCon (20.58) or Agency
(21.92). While the style effect approaches significance (𝑝 = 0.054),
domain familiarity significantly influences the number of items
participants choose to view (𝑝 = 0.002), with a highly significant
style-by-domain interaction (𝑝 < 0.001). Additionally, participants
in the HighCon condition spent more time interacting with the sys-
tem (average duration of 13.17 minutes) and engaged in more con-
versational turns (average of 16.79 turns) compared to the HighInv
condition (12.77 minutes and 14.75 turns). The number of turns
shows a significant interaction effect (𝑝 = 0.045), indicating that the
conversational style influenced interaction length differently across
domains. The duration metric, however, did not yield significant
effects.

Overall, these findings suggest that the HighInv style is better
suited for exploration, yielding more recommendations overall.
The HighCon style, while resulting in a slightly lower number of
preferences and unique recommendations, can enhance the quality
of the preference elicitation by supporting users in refining their
preferences through explanations and more thoughtful interactions.

5.2 Effect on Task Performance
To assess the impact of conversational styles on task performance
(RQ2), we evaluated the quality of the bookmarks participants made
during each task using two measures: (1) the average relevance
scores assigned by a language model (LLM) used as an auto-rater
and (2) the distribution of bookmarks across relevance levels. Each
bookmarked article received a score of 2 (highly relevant), 1 (some-
what relevant), or 0 (irrelevant), as described in the study design.



Table 3: Average relevance scores of bookmarks (𝜇 ± 𝜎 : mean and standard deviation) with mixed-design ANOVA results (style:
within-subjects; domain: between-subjects).

Topic HighCon HighInv Agency Style Effect Domain Effect Interaction Effect

Computer Science 1.17 ± 0.36 1.30 ± 0.57 1.12 ± 0.80 — — —
Physics 1.15 ± 0.70 0.66 ± 0.51 1.25 ± 0.64 — — —

Overall 1.16 ± 0.56 0.95 ± 0.62 1.19 ± 0.70 𝐹 (1, 22) = 2.68, 𝑝 = .115 𝐹 (1, 22) = 3.40, 𝑝 = .078 𝑭 (1, 22) = 7.78, 𝒑 = .010

Table 3 presents the average relevance scores by conversational
style and topic. In the Physics domain (low familiarity), the Agency
style led to highest-quality bookmarks, with an average relevance
score of 1.25 ± 0.64, compared to the HighCon (1.15 ± 0.70) and
HighInv (0.66 ± 0.51) styles. This indicates that the additional ex-
planations in the HighCon style aided participants in selecting more
relevant articles when they were less familiar with the topic.

Conversely, in the Computer Science domain (high familiar-
ity), the HighInv style resulted in the highest relevance scores
(1.30± 0.57), slightly outperforming both HighCon (1.17± 0.36) and
Agency (1.12± 0.80). Participants with high domain expertise likely
benefited from the efficiency of the HighInv style, enabling them
to quickly identify relevant keywords and articles without needing
extensive explanations.

Overall, the style effect and domain familiarity alone were not
significant. However, there was a statistically significant style-by-
domain interaction (𝑝 = 0.010), confirming that the effectiveness of
the conversational styles on bookmark quality strongly depends on
the domain familiarity of users. The superior overall performance of
the Agency condition (1.19±0.70), despite fewer elicited preferences
(see Table 2), also suggests that allowing users flexibility in choosing
conversational styles enhances task outcomes by catering to their
situational needs or preferred interaction style.

5.3 Effect on User Engagement
To explore the effect of conversational styles on user engagement
(RQ3), we analyze the satisfaction scores from the post-task ques-
tionnaires (CRS-QUE). Participants rated their satisfaction on a
7-point Likert scale (1 = very unsatisfied, 7 = very satisfied).

Table 4 shows the user satisfaction scores by conversational style
and domain. Overall satisfaction scores are very similar between the
HighCon 4.34± 1.35 and HighInv (4.30± 1.20) conditions. However,
there are notable differences when considering domain familiarity.
In the Computer Science domain, participants reported a higher
satisfaction score in the HighInv condition (4.43 ± 1.03) compared
to the HighCon condition (4.01 ± 1.52). Specifically, scores for all
four sub-measures (Perceived Qualities, User Beliefs, User Attitudes,
and Behavioral Intention) were higher in the HighInv condition,
suggesting users with higher topic familiarity preferred the direct
and efficient interaction offered by the HighInv style.

Conversely, in the Physics domain, participants reported a
higher satisfaction score in the HighCon condition (4.63 ± 1.16)
compared to the HighInv condition (4.21 ± 1.34). The HighCon
style scored consistently higher across all four sub-measures, indi-
cating that users benefited from the additional explanatory support
provided by this style when interacting with less familiar content.

Table 4: User satisfaction scores by conversational style and
topic (𝑀𝑒𝑎𝑛 ± 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛)

Measure HighCon HighInv Average

Computer Science 4.01 ± 1.52 4.43 ± 1.03 4.22 ± 1.29

Perceived Qualities 4.28 ± 1.77 4.68 ± 1.35 4.48 ± 1.58
User Beliefs 3.72 ± 1.93 4.01 ± 1.71 3.87 ± 1.82
User Attitudes 3.92 ± 2.19 4.65 ± 1.62 4.29 ± 1.94
Behavioral Intention 3.85 ± 2.08 4.38 ± 1.56 4.12 ± 1.82

Physics 4.63 ± 1.16 4.21 ± 1.34 4.41 ± 1.26

Perceived Qualities 4.77 ± 1.61 4.35 ± 1.69 4.55 ± 1.67
User Beliefs 4.40 ± 1.67 4.08 ± 1.65 4.23 ± 1.66
User Attitudes 5.00 ± 1.55 4.26 ± 1.68 4.61 ± 1.65
Behavioral Intention 4.20 ± 1.93 3.88 ± 1.93 4.03 ± 1.91

Overall Satisfaction 4.34 ± 1.35 4.30 ± 1.20 4.32 ± 1.26

These findings indicate that the alignment between conversa-
tional style and user topic familiarity influences user satisfaction
with the CRS. This supports our previous observation that users
with higher familiarity found the HighInv style more satisfying
due to its efficiency, while those with lower familiarity preferred
the HighCon style for its supportive explanations.

6 Conclusions and Future Work
We investigated how conversational styles—high involvement and
high considerateness—affect preference elicitation, task perfor-
mance, and user satisfaction in a Conversational Recommender Sys-
tem (CRS). Through a controlled user study involving 30 master’s
and PhD students, we found that conversational style influences
user interaction and outcomes. The involved style elicited more
user preferences and presented more recommendations, particu-
larly benefiting users with high domain familiarity. In contrast, the
considerate style led to higher-quality bookmarks in low-familiarity
domains, suggesting that a slower pace and detailed explanations
help users select more relevant articles. Allowing users to switch
between styles resulted in the highest task performance, indicating
the potential for dynamically adapting interactions to suit individ-
ual user preferences and situational demands.

However, in interpreting these results, it is important to consider
certain limitations. The small sample size and focus on a single
domain may limit the generalizability of our findings. Furthermore,
the fixed ordering of the Agency condition may have introduced
order effects, as participants could have been influenced by prior
exposure to the other styles or experienced fatigue by the final task.



Expanding to larger participant pools and application domains will
validate and extend these findings beyond the discussed limitations.

This study raises ethical considerations around user experience,
privacy, and undue influence. Conversational styles not only shape
how users engage with the system but also how they articulate and
refine their preferences, which can affect decision-making. While
some styles may be more effective for certain users, system-driven
choices should not unintentionally nudge users toward specific pref-
erences or limit their ability to explore alternatives. Additionally,
as our study focuses on non-sensitive academic recommendations
without collecting personal data, privacy risks are minimized.

In future work, we aim to explore automatic user expertise de-
tection to enable CRS systems to dynamically tailor interactions.
This could further enhance the flexibility and effectiveness of CRSs
in real-time recommendation scenarios.
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