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Cologne, Germany

timobreuer@acm.org

Christin Katharina Kreutz
TH Mittelhessen

Gießen, Germany

ckreutz@acm.org

Norbert Fuhr
University of Duisburg-Essen

Duisburg, Germany

norbert.fuhr@uni-due.de

Krisztian Balog
University of Stavanger

Stavanger, Norway

krisztian.balog@uis.no

Philipp Schaer
TH Köln
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Abstract

This paper is a report of the Workshop on Simulations for Information Access (Sim4IA)
workshop at SIGIR 2024. The workshop had two keynotes, a panel discussion, nine light-
ning talks, and two breakout sessions. Key takeaways were user simulation’s importance in
academia and industry, the possible bridging of online and offline evaluation, and the issues
of organizing a companion shared task around user simulations for information access. We
report on how we organized the workshop, provide a brief overview of what happened at the
workshop, and summarize the main topics and findings of the workshop and future work.

Date: 18 July 2024.

Website: https://sim4ia.org/sigir2024.

1 Introduction

The common approach and general understanding of evaluating information access systems (like
search engines, recommender systems, or conversational agents) is closely coupled to the Cranfield
paradigm, the dominating evaluation method, especially in information retrieval (IR). This has
proven to be able to deal with the inherent complexity in information access contexts. The
Cranfield studies can be understood to use a special form of simulation to mimic the search

∗Affiliation not shown for all authors due to space limitations (see Appendix A for details).
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process by making implicit and explicit assumptions about the information system and its users.
This helps to reduce the complexity of the search process and allows us to effectively compare
different IR systems. Despite its long history and roots within the community, Cranfield has not
been without criticism [Ingwersen and Järvelin, 2005] and the underlying assumptions are often
described as (over-)simplifications leading to potentially unrealistic search evaluations that deviate
from users’ actual interaction experience and search task performance [Chen et al., 2023].

Other evaluation methods, including interactive/session-based retrieval settings and controlled
user experiments [Kelly, 2009; Liu and Shah, 2019], living labs [Hopfgartner et al., 2019], or (user)
simulation studies [Balog and Zhai, 2024] have been proposed and discussed in the community;
these have also been used in shared tasks at TREC, NTCIR, or CLEF, e.g. iCLEF [Gonzalo
et al., 2009], OpenSearch [Jagerman et al., 2017], and LiLaS [Schaer et al., 2021]). However,
no shared tasks at TREC/CLEF have primarily focused on user simulations. Recently, in the
TREC Interactive Knowledge Assistance Track (iKAT) [Aliannejadi et al., 2024], some submissions
included simulated user feedback in their interactive information access systems, while the lab did
not employ such an evaluation strategy. Simulations can also contribute to a better understanding
of users. Formalizing a user model for simulation delivers explicit hypotheses on user behavior,
which can produce insights into the validity of assumptions about users [Balog and Zhai, 2024].

Other recent examples of a re-started interest in the topic of (user) simulation were the Sim4IR
workshop that was held at SIGIR 2021 [Balog et al., 2021], the SIMIIR 2.0 framework1 [Zerhoudi
et al., 2022], tutorials [Balog and Zhai, 2023], and a recurring theme of how generative model
can be used for simulation [Azzopardi et al., 2024]. At ECIR or SIGIR, a reasonable number of
relevant papers on user simulations were accepted, and even a study on simulating user queries
won the best paper award at ECIR 2022 [Penha et al., 2022]. Additionally, the introduction of
generative AI methods opened up new possibilities for integrating LLMs to simulate users.

Therefore, to understand how and whether the evaluation of information access technology can
truly benefit from simulating user interactions, we organized the first workshop on Simulations for
Information Access (Sim4IA 2024), held in conjunction with SIGIR 2024. Its aim was to serve as a
forum to bring together researchers and experts. Additionally, this workshop’s goal was to provide
a much-needed forum for the community to discuss the emerging challenges when applying (user)
simulations to evaluate information access systems in simulation-based shared tasks.

This paper is a report of the Sim4IA2 [Schaer et al., 2024] workshop at SIGIR 2024. The
workshop had two keynotes, a panel discussion, nine lightning talks, and two breakout sessions.
We report on how we organized the workshop, provide a brief overview of what happened at the
workshop, and summarise the main topics and findings of the workshop as well as future work.

2 Workshop Overview

Sim4IA was a full-day workshop at SIGIR 2024, held in Washington, D.C., on 18 July 2024. The
workshop attracted 25 participants who participated in a very interactive setting. Instead of a
typical “mini-conference” we decided to focus on short, but thought-provoking lightning talks
from the participants, two keynotes and a panel discussion (see Table 1). Participants could later

1https://github.com/padre-lab-eu/simiir-2
2https://sim4ia.org/sigir2024/
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Time Agenda

9:00–9:15 Welcome
9:15–10:00 Keynote 1: Gabriella Pasi
10:00–10:30 Lightning talks, talks 1 - 4 (5 minutes each)
10:30–11:00 Coffee break
11:00–12:00 Panel discussion
12:00–12:30 Lightning talks, talks 5 - 9 (5 minutes each)
12:30–13:30 Lunch break
13:30–14:15 Keynote 2: Martin Mladenov
14:15–15:00 Breakout group discussions I
15:00–15:30 Coffee break
15:30–16:15 Breakout group discussions II
16:15–17:00 Reports of the group discussions and closing

Table 1. Timeline of the Sim4IA workshop.

join two breakout discussion groups to deepen the previous discussions and further outline future
research topics and methods.

To enable interaction with a broader set of participants, we offered limited hybrid participation
in addition to onsite attendance via Zoom and Slack.

3 Keynotes

Our keynote speakers, Gabriella Pasi (University of Milano Bicocca) and Martin Mladenov (Google),
both delivered their keynotes before taking questions from the audience. They represented per-
spectives from academia and industry.

Gabriella Pasi’s keynote addressed the issue of personalizing information access by leveraging
the user’s experience, preferences and expertise. In particular, personalized search has been a core
research focus for many years to offer users a search experience that can improve accessibility to
content that is retrieved in response to their queries. This task involves two primary sub-tasks:
modeling users and their context, and leveraging user models to constrain the search process
towards producing a personalized outcome. Personalization can be interpreted as a simulation
process, where the system relies on “knowledge” about a user to select content that is possibly
useful and accessible to the specific user. Seen through this lens, effective and correct user modeling
is paramount to an effective user simulation. In this perspective, the talk raised some key questions
about the two above aspects.

Martin Mladenov’s keynote focused on the application of user simulation as an engineering
tool. Results at Google indicate that calibrated user simulations show promise to replace (at
least partially) A/B tests as the core driver of the recommender system development cycle. The
keynote emphasized that before this promise can be fulfilled, and user simulation could become a
standard part of the recommender system development toolkit, a number of open questions need to
be understood. These questions revolve around applicability, credibility, and reliability. The talk
outlined potential approaches towards answering these questions in terms of developing diagnostics
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for individual simulation models as well as theoretical guarantees for the general simulation-driven
development process. The talk introduced RecSim NG as a tool for developing solutions [Mladenov
et al., 2020].

4 Panel Discussion

Besides the keynotes and lightning talks, the workshop featured a panel discussion with four invited
panelists, including the two keynote speakers, Gabriella Pasi and Martin Mladenov, Johanne
Trippas (RMIT University), and ChengXiang Zhai (University of Illinois at Urbana-Champaign).
The panelists shared their experiences, opinions, and stances on simulations. They were moderated
by Norbert Fuhr, who organized the discussion around the following three questions (see the left
side of Figure 1).

4.1 What is the Purpose of Simulating Users?

Overall, the panelists mainly agreed that it is quite challenging to pinpoint a single purpose of user
simulations, as the use cases and benefits for real users are manifold. Among many terrific ideas
as to why user simulations can be useful, the following aspects were highlighted by the panelists.
Personalization can be understood as a simulation process. In this sense, simulations can help users
to better access useful (and personalized) information. Besides a deeper understanding of the user,
simulations also help enable better understanding of the system and make the engineering process
more transparent. They are particularly useful for evaluating an interactive system and making
evaluations reproducible. Usually, the user’s knowledge state changes as the session progresses
and after the experiment is finished. In this regard, simulating users allows better understanding
at different stages of the search process with explicit modeling of stage transitions. Enabling
interpretability is another important merit factor, as simulations are grounded on a testable user
model. Set against the prevailing agreement on the usefulness of user simulations, panelists also
highlighted their limitations. If the underlying user model is incorrect, the simulations would not
make much sense. Furthermore, in some cases, user simulations can imply an abstraction that
goes too far to allow any generalizable conclusions.

4.2 For What Kinds of Experiments and Evaluations Have You Used
User Simulation?

From a more personal point of view, the panelists shared their experiences with applying user
simulations in the experimentation and evaluation process. First and foremost, user simulations
enable offline experimentation without involving real users in the early development cycles. Doing
so allows testing a system without conducting a sometimes risky and expensive A/B test. Sharing
personal experiences and anecdotes, one panelist reported that simulators are sometimes more
accurate than A/B tests, as they better align with metrics from the production systems, leaving
opportunities for interesting research questions about why this is the case. Often, the simulators
are based on real user logs, although there are limitations on how far they can be used for insightful
estimates. It can be quite challenging to make reliable estimates for an out-of-distribution problem
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setting, where logs are obtained from a possibly different population or environment to estimate
a new system feature, for example.

More user and context data is particularly helpful for reliable user models. In this regard, the
academic search setting offers a profound basis for obtaining this kind of data from publications,
as outlined by one of the panelists. For instance, a user’s knowledge state can be modeled based on
the cited works of a publication, helping to generate data where it is usually unavailable. Another
panelist emphasized the usefulness of simulators in evaluating interface alternatives. For instance,
two or more interfaces can be compared for a known-item search with regard to how much effort
is required to reach the known item in the session. Even though simulations can be imperfect,
they often allow a reliable evaluation of which systems are better than a baseline or at least how
they differ.

Last but not least, one panelist also shared experiences with user simulations as useful tools for
robustness tests of production systems. Even simple user models are often enough to run security
checks or test the trustworthiness of a platform by spoiling the user base with fake users. As
part of the discussions with the audience, the panelists also discussed the idea of having a guiding
system that helps users during a search session by predicting the next interaction steps with a
reasonable user model. Everyone agreed that such a system would be particularly helpful in the
context of a conversational system.

4.3 How Realistic Are Our User Simulations?

One skeptical panelist argued that relying on (unrealistic) user simulations can be misleading and
that they have to be critically analyzed. As an example, the panelist was referring to the field
of aerospace engineering, where turbulences are an ongoing subject of simulations. Even though
air travel is considered to be safe when people have buckled up, injuries or even deaths occur
because people simply do not use their belts. If the simulation does not cover these cases, relying
on simplistic models can be harmful in the extreme case.

Nevertheless, it was also argued that simulations are an important tool for better risk esti-
mations, as they mainly help reduce entropy and uncertainty. Still, it was also pointed out that
modeling the entire user might be too complex. A user model always implies a certain kind of
abstraction, and not every aspect of the user behavior has to be covered by the model as long as
it satisfies the requirements of the experimental setup and is sufficient to answer the underlying
research question. For instance, sometimes, it is sufficient to have rather simple user simulators
that are good enough to distinguish between two systems for which the effectiveness is known a
priori.

In this regard, simulated user interactions must be analyzed carefully, especially the gener-
alizability of the conclusions that can be drawn from them. Very often, user models focus on
particular aspects of the user behavior, which are usually related to specific tasks. For better
generalizability and a more comprehensive approach to user modeling, our community probably
needs the help of others, e.g. psychology, as argued by one panelist, and better characterize
and represent users’ bounded rationality, interaction intents, and judgment strategies in search
sessions. All panelists agreed that these cross-disciplinary approaches toward user simulations
can be fostered by collaborations between industry and academia, and researchers from different
disciplines. Most notably, academic researchers have a strong interest in obtaining data from
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real-world experiments, whereas participants with an industrial background mentioned that many
models from academia help design experiments and products. Participants from academia and
industry had a strong interest and willingness to bring these kinds of collaborations forward to
advance the fidelity of user simulations.

5 Lightning Talks

A total of nine lightning talks were given, spread out over two designated sessions. Three of these
were given remotely via Zoom. The time frame for each lighting talk was 5 minutes. Table 2
summarizes all nine talks and shows the wide range of different topics covered in these talks.
Six out of the presentations were re-submission of previously presented work [Kiesel et al., 2024],
[Sadiri Javadi et al., 2023], [Wang et al., 2024], [Zhang et al., 2024], [Hsu et al., 2024], [Bernard
and Balog, 2024]. The rest of the talks were original content.

6 Summary of Breakout Groups

6.1 Group Discussion on Shared Tasks With User Simulators

In this breakout group, we discussed the idea of having a shared task based on user simulators. We
envision the general idea of conducting a shared task to which participants submit user simulators
instead of systems for the sake of having better insights into the validity of user simulators.
Generally, we envision the shared task to be based on a train/validation/test data split of user
logs, where participants can instantiate their simulators with training samples and have their
fidelity evaluated after submitting them for evaluation, which is based on how well the simulated
interactions align with the real ones of the test data.

More general topics that were covered during the breakout group discussions included mea-
suring how well the simulated users fit reality, what kind of data to use (logs, new or existing
test collection resources, etc.), what kind of sustainable data artifacts would emerge from such a
shared task, the need for annotators and how to spend the annotation budget, and what type of
information access systems to use.

The following other ideas and aspects emerged from the discussions. In the context of the
anticipated first calibrate, then predict setting, participants could be provided with user logs and
scores of one calibration measure. The final evaluations are then conducted with the help of
unknown or hidden measures. This setup would align with the idea of having counterfactual
elements in the evaluations, where the final evaluation is conducted in a different setting, with a
possibly different underlying user model. Likewise, the counterfactual element could be a different
type of user interface. For instance, the training logs could be obtained from a search result
interface with pagination to simulate and evaluate user interaction with a result page based on an
infinite scrolling design.

Other suggestions from the audience highlighted the C/W/L framework [Moffat et al., 2017]
and the corresponding evaluation toolkit cwl eval [Azzopardi et al., 2019] regarding existing eval-
uation methods. Similarly, an evaluation scenario could be based on the Tester approach [Lab-
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Authors Title

Saber Zerhoudi and Michael Granitzer DuSS: Exploring the Synergy Between Conver-
sational Search and Traditional SERPs in In-
formation Retrieval

Johannes Kiesel, Marcel Gohsen, Nailia
Mirzakhmedova, Matthias Hagen, and Benno
Stein

Simulating Follow-up Questions in Conversa-
tional Search (remote talk)

Vahid Sadiri Javadi and Lucie Flek OpinionConv: A Framework for Simulating
Opinionated Conversations for Product Search
(remote talk)

Xi Wang, Procheta Sen, Ruizhe Li, and Em-
ine Yilmaz

Enhancing Conversational Techniques: The
Role of Synthetic Dialogue Generation (remote
talk)

Saber Zerhoudi and Michael Granitzer Beyond Conventional Metrics: Assessing User
Simulators in Information Retrieval

Jüri Keller, Björn Engelmann, Christin
Kreutz, and Philipp Schaer

Towards Information Nugget-Based Test Col-
lections for Evaluating Information Access Sys-
tems

Erhan Zhang, XingzhuWang, Peiyuan Gong,
Yankai Lin, and Jiaxin Mao

USimAgent: Large Language Models for Sim-
ulating Search Users

Chih-Wei Hsu, Martin Mladenov, Ofer
Meshi, James Pine, Hubert Pham, Shane Li,
Xujian Liang, Anton Polishko, Li Yang, Ben
Scheetz, and Craig Boutilier

Minimizing Live Experiments in Recommender
Systems: User Simulation to Evaluate Prefer-
ence Elicitation Policies

Nolwenn Bernard and Krisztian Balog Towards a Formal Characterization of User
Simulation Objectives in Conversational Infor-
mation Access

Table 2. List of all lighting talks. Presenters in bold.

hishetty and Zhai, 2021, 2022], where the relative system performance is known the simulators
are evaluated by how well they can reproduce the correct system ranking.

Possible sub-tasks could be aligned with different kinds of simulated user behavior. For exam-
ple, one task could focus on content-based simulations, i.e., where simulated interactions depend
on the contents of interface elements and modalities like snippet text, while the other task could
focus on behavior-based simulations at a more abstract level that evaluates interaction sequences
from a more general perspective.

Considering the challenge of simulating each user simulation step exactly, another shared task
design could be based on providing interaction sequences to participants. Their user simulators
would then be used to predict the very next interaction step. This design drastically cuts down
complexity but, at the same time, would provide an interesting analysis of what we are currently
able to achieve with regard to the prediction of next user interactions.
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Figure 1. Left: Panel discussion. Right: Breakout group participants.

In general, it would be quite interesting to have a domain-specific focus for such a shared
task. For example, the e-commerce setting or the legal and health domain could introduce an
interesting novel direction beyond the still somewhat abstract evaluations of earlier work based
on news corpora.

One of the most pressing and overarching question was about how to transfer the user sim-
ulation setting into a more modern environment beyond the typical list-based retrieval scenario.
Considering the pace of recent advancements in the context of conversational systems and agents,
these kinds of technologies offer an excellent basis for having a shared task about user simulators
in a modern state-of-the-art setting.

6.2 Group Discussion on Simulating Users

In this breakout group (see right side of Figure 1), we examined the question of which user
archetypes or personas we should model. We did so by thinking about factors of users and/or
tasks that would be relevant when trying to represent a user. We considered user-centric factors
as those that are independent of a task and do not change when facing a different task. As
user-centric factors we mentioned age, income, cultural background, the learning type of a user
(e.g., visual), disability, language knowledge and fluency, working memory, level of technology
knowledge and cognitive background. Contrasting this, we defined task-centric factors as those
that are dependent on the task and change, if another task is considered for the same simulated
user. We noted the vocabulary used in the task, a task’s complexity, the search strategy a user is
employing and a user’s knowledge and interest of the task. Furthermore, there are more factors
influencing user behavior. A user has a repertoire of behaviors they can compose and solve
problems with.

When representing users as information seekers, different contexts plays a role as user-centric
factors. Local context partially depends on the task and the problem solving process. Global
contexts can be cultural, organisational or societal [Ingwersen and Järvelin, 2005, Ch. 6].

Interaction effects appear in each level of user modeling. Interaction should be described in a
formal framework, as we may not know the processes that create the interaction effects. When
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User Modelling

Representation

Interactions

Not the reality but a set of constraints

Can we create a general template of tasks as a base to describe specific tasks?

Interaction effects appear at each level of user model

Describe in formal framework

Factors

User-centric

Task-centric

Factors influence user behavior

Age

Income

Cultural background

Type of learner (e.g., visual)

Disability

Language knowledge

Cognitive background

Vocabulary

Complexity

Search strategy

Knowledge of the task

Context

Composite

Local

Global

Task dependent (partly)

Cultural

Only some user properties are considered given a specific task

Multi-dimensional Like Hofstede's cultural dimensions: power distance, individualism, uncertainty avoidance, masculinity, long-term orientation, and indulgence

Multi-layered Each layer is a stack of different levels of skills/knowledge/... Granular description of a layer

Given a task a subset of layers are leverage and within each layer specific skills are selected

Evaluation

Metric

Ability to predict next user action

Frêchet distance (Zerhoudi and Granitzer)

Is user profile evaluation the "same" as simulator evaluation?

What does it mean to evaluate the quality of a user profile?

What is a profile?Is it static?

Would it be easier to evaluate a user profile representing a group or a single user?

Figure 2. Depiction of the multi-layered factors of a user for the example task of learning about
evaluation methodologies for RAG.

modeling interaction effects mathematically, should the base spaces (e.g. tasks) be discrete or
continuous?

The question arose if we could construct a general template model of tasks from which specific
tasks can be described.

One participant proposed to use reinforcement learning from user profiles while another won-
dered how we would avoid combinatorial explosion when we consider tasks, user model and context
at the same time.

We concluded that to simulate means to constrain and that a user model is not, and cannot
be, reality — every model tries to approximate reality as closely as possible. A user is a composit.
User models in simulation should be multi-dimensional, for example in terms of Hofstede’s cultural
dimensions [Hofstede et al., 2010], or (not necessarily mutually exclusive) multi-layered. In the
multi-layered representation, each layer is a stack of different levels of skills or knowledge. When
given a task, only a subset of these layers is leveraged and within each layer specific skills are
selected (see Figure 2).

As a second smaller topic this breakout group shared some thoughts on evaluation. We com-
posed a set of questions to which answers could help mitigate the uncertainty we are currently
facing: What does it mean to evaluate the quality of a user profile? Is user profile evaluation the
“same” as simulator evaluation? One perspective could be to consider them distinct and regard
the simulation as a process, e.g., a personalization process. When do we have to consider a user
profile’s development over time and when could it also be enough to only focus on a static snapshot
from a profile? Would it be easier to evaluate the quality of a user profile representing a group or
a single user?

In terms of a quantification of the quality, we talked about the possible use of Fréchet distance.
An evaluation metric could be composed from the ability to predict the next user action based on
a current state. An extrinsic evaluation of user profiles might be necessary, e.g., in a search task,
since how to best use the profile is unclear.
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7 Summary and Outlook

The workshop concluded with many inspiring ideas and directions for follow-ups and revealed
challenges ahead. Our keynote speakers made it clear that user simulations are highly important
for both industry and academia. Likewise, user simulations help better personalize content for
users but also allow system evaluations without involving real users in online experiments.

During the panel discussion, user simulations were discussed from different points of view.
The panelists highlighted their merits and potentials but also considered limitations of simulated
users. Notably, they agreed that user simulations can bridge the gap between offline and online
experiments toward a more user-centric evaluation.

Furthermore, the lightning talks gave valuable insights about ongoing work, including research
ideas, resources, and (preliminary) results that involve user simulations for various kinds of infor-
mation access systems and environments.

Our breakout groups mainly targeted the topics of organizing a shared task with user sim-
ulations (cf. 6.1) and defining reasonable user archetypes or personas (cf. 6.2). While we did
not succeed with our ambitious goal of having a final shared task definition at the very end, our
breakout discussions revealed that there is generally a strong interest in running a shared task
that builds upon user simulations.

In this regard, we were able to identify major challenges like the overall question of how we
can evaluate the validity of simulated users within a shared task setting or what kinds of user
archetypes are worth to be considered in this context.

Most notably, there is a strong interest in running such a task but also many challenges lie
ahead. We conclude that there is a need for additional community work and we envision a follow-
up event to this workshop for having a more focused and in-depth discussion with experienced
shared task organizers but also interested participants.
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• Philipp Schaer, TH Köln, Cologne, Germany.

Other authors

ACM SIGIR Forum 10 Vol. 58 No. 2 – December 2024



• Nolwenn Bernard, University of Stavanger, Stavanger, Norway.
• Ingo Frommholz, University of Wolverhampton, Wolverhampton, UK.
• Marcel Gohsen, Bauhaus-Universität Weimar, Weimar, Germany.
• Kaixin Ji, RMIT University, Melbourne, Australia.
• Gareth J. F. Jones; Dublin City University, Dublin, Ireland.
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