ABSTRACT
Knowledge graph question answering (KGQA) is important to make structured information accessible without formal query language expertise on the part of the users. The semantic parsing (SP) flavor of this task maps a natural language question to a formal query that is machine executable, such as SPARQL. The SP-KGQA task is currently evaluated by adopting measures from other tasks, such as information retrieval and machine translation. However, this adoption typically occurs without fully considering the desired behavior of SP-KGQA systems. To address this, we articulate task-specific desiderata, then develop novel SP-KGQA measures based on a probabilistic framework. We use the desiderata to formulate a set of axioms for SP-KGQA measures and conduct an axiomatic analysis that reveals insufficiencies of established measures previously used to report SP-KGQA performance. We also perform experimental evaluations, using synthetic and state-of-the-art neural machine translation approaches. The results highlight the importance of grounded alternative SP-KGQA measures.

CCS CONCEPTS
• Information systems → Retrieval effectiveness; Question answering.

KEYWORDS
Knowledge graph question answering; evaluation measures; axiomatic IR evaluation

1 INTRODUCTION
Question answering systems provide a way for users to express their information needs in a natural manner [46, 48]. By harnessing structured data in the form of knowledge graphs (KGs), knowledge graph question answering (KGQA) can facilitate information access that would otherwise require expertise in formal query languages. The task of KGQA is typically approached as either an information retrieval (IR) or a semantic parsing (SP) problem [18, 33]. In addition, some hybrid approaches have been attempted [31, 38]. IR-based KGQA has the advantage of being able to robustly leverage entity descriptions as well as graph structure. However, it is difficult to interpret how the system arrived at the retrieved answers, and to verify whether the system’s “understanding” of the question was correct. Conversely, SP-based KGQA (SP-KGQA) predicts an explicit formal query (e.g., SPARQL) that represents the natural language question (NL question) posed by a human user, and, in turn, executes the formal query to retrieve answers [18, 33]. This provides greater interpretability by showing explicitly how the system "understood" the NL question. This means the reasoning represented by the formal query can be reconstructed in natural language by a human who is an expert in the formal query language. In other words, the interpretation may lie beyond the ability of non-expert users in the case of complex formal queries, but the fact that a single formal query is expressed allows interpretation in principle. The reported evaluation measures in KGQA research are often repurposed from the evaluation measures of other tasks, like machine translation and ad hoc retrieval [18, 33]. When the interpretability of predictions is of interest, i.e., SP-KGQA, it is not clear that straightforward adoption of measures established for other tasks is appropriate. In fact, SP-KGQA evaluation has been an undeservedly neglected field of research.

In order to capture the performance quality of SP-KGQA systems there is a need for a theoretically grounded analysis which is currently missing in the field. Axiomatic analysis has been a productive methodology to investigate and develop evaluation measures [1–3, 5, 6, 15, 25–28, 50, 51]. In the present work, we therefore make an initial effort to apply the axiomatic approach to developing formally grounded evaluation measures for SP-KGQA.

Research in SP-KGQA is increasingly oriented towards neural machine translation (NMT) architectures [23, 56, 65], and the reported results are promising. We therefore further limit our scope to focus on state-of-the-art NMT methods in our experimental evaluation, noting that the proposed measures are nevertheless applicable to all SP-KGQA systems. The scope of NMT systems is chosen as a tractable and sufficient experimental scope where state-of-the-art performance from previous work with open-source codebases can be reproduced on a complex KGQA dataset.

We begin by describing the desiderata of the SP-KGQA task. Using these desiderata, we derive a probabilistic framework for novel compound measures, a number of specific component measures,
and specific instantiations of the framework, i.e., novel compound measures.

We next postulate axioms for SP-KGQA measures on the basis of the task desiderata. With this theoretical basis, we perform an axiomatic analysis on established measures, as well as novel proposed measures. This analysis reveals that all the established measures used to evaluate SP-KGQA in previous work have critical shortcomings with respect to properly evaluating this task, as established measures can only partially satisfy the axioms.

To validate the framework itself and the novel measures, we perform an experimental evaluation using both synthetic (ground truth degraded in a controlled manner) and state-of-the-art NMT SP-KGQA models. We find that important differences between NMT architectures for SP-KGQA are obscured by evaluating with individual established measures. Our proposed measures provide the necessary instrumentation to conduct a balanced re-evaluation.

The main contributions of this paper are the following:

(1) Development of novel SP-KGQA evaluation framework and novel measures;
(2) First formulation of axioms for SP-KGQA measures;
(3) Axiomatic analysis of established and novel measures;
(4) Extensive empirical evaluation using both synthetic runs and learned models.

The resources accompanying the paper are made available at https://github.com/iai-group/ictir2022-kgqaeval.

2 RELATED WORK

We review work on knowledge graph question answering and axiomatic analysis of evaluation measures.

2.1 Knowledge Graph Question Answering

Question answering (QA) over unstructured text has been the focus of research for decades within the fields of information retrieval (IR) and natural language processing. However, in recent years, QA over structured data sources such as knowledge graphs (KGQA) has gained popularity [20, 48, 60]. One prominent approach to KGQA is semantic parsing (SP) [7, 18, 33, 40]. Under this approach (SP-KGQA), the task is to transform a natural language (NL) question to a structured formal query, such as SPARQL, which can then be executed against a KG to retrieve the answer.

SP-KGQA has long been studied as a problem with distinct sub-tasks to be solved in modular manner [33, 36]. However, state-of-the-art SP-KGQA systems have also shown promising results using end-to-end trained neural machine translation (NMT) techniques [23, 56, 65].

There exist several KGQA benchmarks, which can be broadly classified as (a) simple, consisting of a single entity mention and a single relation which require only one KG fact for answering, and (b) complex, needing additional conditions and more than one KG fact to answer. Examples of simple KGQA benchmarks include WebQuestions [11], SimpleQuestions [13], and Free917 [17] over Freebase, and SimpleQuestions [21] over Wikidata. Recently, the focus has been shifted to complex KGQA benchmarks [44, 58], examples of which include DBNQA [30] over DBpedia, LC-QuAD 2.0 [24] over DBpedia and Wikidata, ComplexWebQuestions [58], ComplexQuestions [9], and GraphQuestions [57] over Freebase.

Of these, we choose to focus on DBNQA [30] because it is the largest complex dataset that has been used for evaluating several NMT-based models [65].

KGQA systems have been evaluated using typical IR measures [39], either considering the correctness of answers [10, 36, 53], ranked candidate formal queries generated [22, 38], or in terms of sub-tasks [54], such as entity linking [64] and answer type prediction [41]. In evaluating answers with typical IR measures, set-based measures (e.g., accuracy, precision, recall, and F1) [10, 19, 22, 45, 53, 64] and ranked-list-based measures (e.g., H@1, MRR) [16] have been used. We note that evaluating answers using a ranked-list approach may not be suitable, since the user relies on the system to provide a single (definitive) answer as opposed to a list of candidate answers. This may be a consequence of the IR-based approach commonly taken with the task, in order to award partial reward in the evaluation. Instead, we devise ways to measure partial success on a single prediction rather than a list of candidate predictions.

In contrast, some existing SP-KGQA systems and benchmarks also report machine translation-based evaluation measures [56, 65] with respect to the predicted formal query. Those measures, like BLEU [42], focus on n-gram overlap, which is insufficient to capture the complexities of formal queries. Regardless, the appropriateness of these measures has not been addressed to date. This paper aims to fill that gap.

2.2 Deriving Measures Axiomatically

There is a solid body of existing research on axiomatically deriving evaluation measures for various information access tasks. In this approach, formal constraints are defined and used to theoretically show which performance measures satisfy each constraint, and hence possess the corresponding quality. Several tasks have been studied in this way, including clustering [3], classification [50], filtering [4], quantification [51], diversification [1, 6, 49], and recommender systems [43]. In addition, the axiomatic methodology itself has been investigated in the context of IR [2] and the properties of IR effectiveness measures have been axiomatically analyzed [15, 26], such as whether they are interval scales [27] and what statistical properties different measures have as a consequence [25]. Finally, work has been done towards constructing general theories of IR effectiveness measurements [5, 28]. In this paper, we make the first attempt to axiomatically derive evaluation measures for the SP-KGQA systems.

3 MEASUREMENT FRAMEWORK

We begin by defining the SP-KGQA task and associated desiderata in Sect. 3.1. On this basis, we derive a probabilistic framework to express an ideal SP-KGQA measure in Sect. 3.2. We next develop component measures in Sect. 3.3 and present some possible compound measures in Sect. 3.4.

3.1 The Semantic Parsing KGQA Task

The task of SP-KGQA is, given some natural language (NL) question \( q \), to produce a corresponding formal query \( f \) that when executed on knowledge graph \( K \) will return the correct answer \( a \) to the
question. We denote the result of this query execution as \( r_K(f) = a \).

If the formal query is syntactically incorrect, attempted execution returns an error, \( r_K(f) = \varepsilon \). Conversely, if the formal query is well-formed but returns no entities or values, we denote this as \( r_K(f) = \emptyset \). In the present work we only address NL questions that can be correctly represented as a KG formal query, e.g., factual questions with semantic support in the KG. In the context of a specific \( K \) then, for an NL question \( q \) there exists a corresponding ground truth formal query \( f^* \) that represents the NL question in a structured manner (i.e., as a logical form), which when executed returns the ground truth answer, \( r_K(f^*) = a^* \).

According to Chakraborty et al. [18], a correct formal query \( f \) produced by SP-KGQA must both correctly represent the meaning of \( q \) and return the correct answer \( a \) corresponding to \( q \) when \( f \) is executed on the KG. We write \( f \overset{\text{sem}}{=} f^* \) to denote semantic equivalence between a predicted formal query \( f \) and the ground truth formal query \( f^* \) (acknowledging that \( f \) may be semantically equivalent to \( f^* \) without being verbatim identical). As a simple example, a fact \( x \text{ parentOf} y \) is semantically equivalent to the fact \( y \text{ childOf} x \). Another example of semantic equivalence is that the ordering of triple patterns in the WHERE-clause of a SPARQL query can be reordered without changing the meaning or effect of the formal query:

```
```

is semantically equivalent to

```
SELECT ?person WHERE { ?parent childOf Albert_Einstein . ?person childOf ?parent }
```

and both these formal queries represent the NL question “Who are the grandchildren of Albert Einstein?”

Note that retrieving the correct answer requires the formal query to be syntactically correct. We therefore also make the executability requirement explicit in postulating the following desiderata:

- **D1** Semantic representation (or semantic structure in [18]): \( f \) correctly represents the meaning of \( q \). Formally: \( f \overset{\text{sem}}{=} f^* \).
- **D2** Syntax correctness: \( f \) is well-formed under the formal query language and does not return an error \( \varepsilon \) when executed on \( K \). Formally: \( r_K(f) \neq \varepsilon \).
- **D3** Answer correctness: \( f \) when executed on \( K \) retrieves the correct answer \( a \). Formally: \( r_K(f) = r_K(f^*) = a^* \).

An imperfect system could satisfy some but not all these desiderata. For example, if the NL question is “What country has the highest GDP in the world?”, then a good system would retrieve the answer “USA.” If a system retrieves the same answer by a formal query that represents the meaning of a different NL question, such as “What country has a flag known as the Stars and Stripes?”, this would be better than getting the wrong answer, but not as good as getting the correct answer with the correct formal query.

We want correct answers, but a reliable and trustworthy system must get the correct answers for the correct reasons. Thus, syntax correctness reflects whether the formal query is well-formed, and hence executable, while semantic representation reflects how well the meaning of the NL question is reflected in the formal query.

As a more explicit example from our dataset and experiments, we can compare a ground truth formal query with a spurious predicted formal query that illustrates the same point: The NL question is “Did Justin Madden study at the Australian Catholic University university?” [sic] and the ground truth formal query is

```
ASK WHERE { dbr:Justin_Madden dbp:university dbr:Australian_Catholic_University } 
```

but the model predicts the formal query

```
ASK WHERE { dbr:Justin_Madden dbo:almaMater ?uri . } 
```

which represents a different NL question, “Did Justin Madden have an alma mater?” However, the answers to the ground truth and predicted formal queries are identical: True. This illustrates how measuring task performance only with respect to one desideratum could give a misleading impression, either overestimating the quality of predictions or neglecting the merits of imperfect performance.

### 3.2 Probabilistic Framework

Given that the SP-KGQA task has several desiderata which might not all be fulfilled simultaneously, an evaluation measure for SP-KGQA should ideally take each of the three desiderata into account. Furthermore, we would like to be able to quantify partial success with respect to each desideratum. Therefore, the measure of each desideratum may be expressed as a probability of how plausible [32] the prediction is, given the evidence. Here, the prediction comprises both the predicted formal query and answer, while the evidence referenced is the ground truth formal query and answer. We denote the overall correctness of the SP-KGQA prediction as the probabilistic expression

\[
P(C = 1 | q, f, f^*) \]

Here \( C \) is a binary random variable denoting correctness with respect to all desiderata, \( C = D_1 \land D_2 \land D_3 \), where \( D_i \) is the binary random variable corresponding to desideratum \( D_i \). For binary random variable \( X \in \{0, 1\} \), we simplify the probability notation as \( P(X = 1) = P(X) \). We then express \( P(C | q, f, f^*) \) as:

\[
P(C | q, f, f^*) = P(D_1 \land D_2 \land D_3 | q, f, f^*) 
= P(D_1 | q, f, f^*) P(D_2 | q, f, f^*) P(D_3 | q, f, f^*) 
= P(D_1 | q, f, f^*) P(D_2 | f, f^*) P(D_3 | f, f^*) 
\]

Starting from Eq. (1) we make the assumption that \( D_1 \) is independent both from \( D_2 \) and \( D_3 \), and get Eq. (2). This assumption is made because predicted formal queries can represent relevant semantic and structural aspects of the NL question, even if other desiderata are not well satisfied. As stated, if the predicted formal query is not executable, there can be no answers, much less correct answers. Therefore, \( D_3 \) is conditionally dependent on \( D_2 \). In contrast, it is perfectly possible for a predicted formal query to have correct syntax without returning the ground truth answer. Therefore \( D_2 \) is conditionally independent from \( D_3 \). This yields Eq. (3) from Eq. (2). Finally, in Eq. (4) we express each component in terms of the input variables immediately relevant to them.
Equation (4) presents a general framework, based on which one can instantiate specific compound measures, by setting the different components. Note that the instantiated compound measure does not need to be strictly probabilistic; since component measures are multiplied, any real-valued measure in a fixed range may be used. The framework is probabilistic to make explicit the dependencies between the desiderata. Nevertheless, the component measures do not need to be probabilistic—this allows us to instantiate specific measures based on the framework using existing measures as component measures (as we do with BLEU in Sect. 3.4), with the overall result being rank-equivalent.

In addition, the framework can be relaxed to ignore a desideratum by substituting the value 1 for the respective component. Also note that because of the multiplicative formulation, the component expression in Eq. (4) yields 0 if any of the components are 0. In order to preserve the evaluation of partial successes on each components, we need to make sure that \( P(D_{ij}) > 0 \) for \( i, j \). This could be ensured by enforcing a minimum non-zero value \( y \) for each of the components: \( P(D_{ij}) = y + (1 - y)\tilde{P}(D_{ij}) \). Finally, this formulation assumes that each of the desiderata are weighted equally. However, the framework could be extended to allow for non-uniform weighting; this is left to future work.

### 3.3 Component Measures

Next, we consider in more detail each component and discuss suitable measures, using either established measures, where appropriate, or developing new ones.

**Measuring Semantic Representation:** We express \( D_1 \) as \( f_{\text{sem}} \equiv f^* \) to emphasize that semantic equivalence is more nuanced than just an Exact Match [23, 47, 65]. From machine translation, \( n \)-gram-based measures like BLEU [42] or ROUGE [34] may be used to measure semantic representation, capturing both partial and complete success of a predicted formal query. However, such \( n \)-gram-based approaches do not distinguish between terms; specifically, they do not recognize the key semantic elements in the formal query, like entities and predicates. We therefore define novel component measures to quantify semantic representation, \( P(D_{ij} | f, f^*) \), that can reflect both partial and complete success in terms of semantic elements in the formal query. First, considering the formal queries as sets of individual semantic elements, i.e., entities and predicates: \( f_{\text{sem}} = \{ e \in f \} \cup \{ p \in f \} \).

This gives us recall and precision on the level of individual semantic elements,

\[
R_{\text{Sem}}(f, f^*) = \frac{|f_{\text{sem}} \cap f_{\text{sem}}^*|}{|f_{\text{sem}}^*|} ; \quad P_{\text{Sem}}(f, f^*) = \frac{|f_{\text{sem}} \cap f_{\text{sem}}^*|}{|f_{\text{sem}}|}
\]

and consequently semantic representation F-measure,

\[
F_{\beta, \text{Sem}}(f, f^*) = \frac{1 + \beta^2 R_{\text{Sem}}(f, f^*)P_{\text{Sem}}(f, f^*)}{R_{\text{Sem}}(f, f^*) + \beta^2 P_{\text{Sem}}(f, f^*)}
\]

where we simply take \( \beta = 1 \) to have \( F_{1, \text{Sem}}(f, f^*) \).

Second, following the same rationale as above, but considering formal queries as sets of \((s, p, o)\) triples patterns: \( f_{\text{tri}} = \{ (s, p, o) \in f \} \), we define the triple patterns-based semantic representation F-measure where we simply take \( \beta = 1 \) to get \( F_{1, \text{Tri}}(f, f^*) \), following the same steps as Eq. (6). Following Usbeck et al. [62], for each set-based measure, if both the ground truth answer and the predicted answer are empty sets, the score for an instance is 1.0. Note that we here take advantage of the permutation invariance of the triple patterns as illustrated in Sect. 3.1. For both \( F_{1, \text{Sem}}(f, f^*) \) and \( F_{1, \text{Tri}}(f, f^*) \), the rationale is to focus on the distinct meaningful parts of the formal query, i.e., the URIs, while disregarding the syntactical elements and triple pattern ordering. In the case of \( F_{1, \text{Tri}}(f, f^*) \), the evaluation is simplified by ignoring the placeholder variables in the triple patterns, which would otherwise require more involved coordination reflecting the graph structure of the formal query. Extending \( F_{1, \text{Tri}}(f, f^*) \) in this regard may be warranted in future work.

**Measuring Syntax Correctness:** Simply and strictly, syntax correctness of the predicted formal query can be evaluated by execution. We distinguish this specific measure \( \text{Executability (Exec)} \), from \( D_2 \) (syntax correctness) as it may be possible to measure degrees of syntax correctness. Hence, we express \( D_2 \) simply as \( r_K(f) \neq e \). We then have \( \text{Exec}(f) = 1 \) if \( r_K(f) \neq e \), otherwise \( \text{Exec}(f) = 0 \). A continuous measure of syntax correctness with values between 0.0 and 1.0 could be implemented in various ways, but this is left as future work.

**Measuring Answer Correctness:** For answer correctness, Exact Match is an applicable established measure. However, to capture partial success, we can consider the retrieved answers as sets of result tuples, \( \mathcal{T}_a \). We can then obtain an answer F-measure, following the same steps as Eq. (6), to obtain \( F_{1,\text{Ans}} \). As \( D_3 \) depends on \( D_2 \), if \( r_K(f) = e \) we simply set \( P(D_{ij}) = P(D_{ij}) \).

There is a variety of types of answers that can be retrieved by formal queries from \( \mathcal{K} \). For a given formal query (considering formal queries in SPARQL, specifically), the answer type may be, for example, a boolean, an entity or predicate URI, a literal value, a tuple, or a set of tuples. Generally, we treat all answers as sets of tuples, even if they contain a single item. That way we can use set overlap-based measures for answer correctness.

### 3.4 Novel Compound Measures

Using the probabilistic evaluation framework introduced in Sect. 3.2, we now instantiate three novel compound measures \( \text{GEK-1..3} \), where \( \text{GEK} \) is an acronym for “Grounded Evaluation of SP-KGQA.” Specifically, we vary the semantic representation component, but measure syntax correctness and answer correctness in a fixed way, yielding the following novel compound measures:

\[
\begin{align*}
\text{GEK-1} &= \text{BLEU} \cdot \text{Exec} \cdot F_{1,\text{Ans}} \\
\text{GEK-2} &= F_{1,\text{Sem}} \cdot \text{Exec} \cdot F_{1,\text{Ans}} \\
\text{GEK-3} &= F_{1,\text{Tri}} \cdot \text{Exec} \cdot F_{1,\text{Ans}}
\end{align*}
\]

While other combinations would also be possible, we have selected a tractable number of compound measures that are expected to address the shortcomings of established measures.

### 4 AXIOMATIC ANALYSIS

We have proposed a framework for SP-KGQA measures based on task desiderata in Sect. 3.1. In light of these, we develop axioms that formally express the constraints that SP-KGQA measures should satisfy. We then analyze established and proposed measures in terms of these axioms.
4.1 Axioms
The SP-KGQA task consists of instances with elements \((q, f, f^*)\), where for a given KG \((f, f^*)\) determine the answers \((a, a^*)\). For each axiom, we consider an abstract measure of the form \(m(f, f^*)\), the evaluation of a predicted formal query \(f^*\) with respect to the ground truth \(f^*\). The axioms discuss comparisons of the form \(m(f_1, f^*) \geq m(f_2, f^*)\) when comparing the evaluation properties of two predicted formal queries \(f_1\) and \(f_2\). Note that answer-level measures are analogously expressed in the form \(m(a, a^*)\).

Our first axiom (A1) corresponds to desideratum D1. Practically, we must evaluate the logical equivalence of \(f\) to \(q\) by comparing \(f\) to \(f^*\).

**Axiom A1 - Semantic representation:** A formal query \(f\) may be considered as a set \(U_f\) of elements \(u_f\) that are semantic properties extracted from the formal query \(f\), such as entities in \(f\), predicates in \(f\), (s, p, o) triple patterns in \(f\), or formal query language keywords used in \(f\). If we have the following:

a. A set comparison function \(g(f, f^*) \in \{0, 1\}\) that compares \(f\) and \(f^*\) as sets of elements \(u_f \in U_f\) and \(u_{f^*} \in U_{f^*}\), such that a correctly predicted formal query \(f^* \equiv f^* \implies g(f, f^*) = 1\).

b. Two predicted formal queries \(f_1\) and \(f_2\) where \(f_1\) is a better prediction than \(f_2\), i.e., \(1 > g(f_1, f^*) > g(f_2, f^*) \geq 0\).

Then we must also have that \(m(f_1, f^*) > m(f_2, f^*)\).

Our second axiom (A2) corresponds to D2, concerning syntax correctness.

**Axiom A2 - Executability:** A predicted formal query must be syntactically well-formed and executable to be correct. If we have the following:

a. A ground truth formal query and its corresponding answer:
   \(r_K(f^*) = a^*\).

b. A predicted formal query \(f_1\) that returns a non-error answer:
   \(r_K(f_1) = a_1 \neq \epsilon\).

c. A predicted formal query \(f_2\) that results in an execution error:
   \(r_K(f_2) = \epsilon\).

Then we must have that \(m(f_1, f^*) > m(f_2, f^*)\). This also holds if \(a_1 = 0 \neq a^*\).

Note that this axiom assumes a strict definition of syntax correctness. If syntax correctness can be measured by degrees, then an additional axiom for D2 may be appropriate.

Our third axiom (A3) corresponds to D3, concerning answer correctness.

**Axiom A3 - Answer Completeness:** Assuming an answer \(a\) as a set \(T_a\) of result tuples \(t_a\) retrieved after executing a formal query \(f\). If we have the following:

a. A set comparison function \(g(a, a^*) \in \{0, 1\}\) that compares the predicted and ground truth answers as sets of elements \(t_a \in T_a\) and \(t_{a^*} \in T_{a^*}\), such that a correctly predicted answer \(a = a^* \implies g(a, a^*) = 1\).

b. Two predicted answers \(a_1\) and \(a_2\) where \(a_1\) is a better prediction than \(a_2\), i.e., \(1 > g(a_1, a^*) > g(a_2, a^*) \geq 0\).

Then we must also have that \(m(a_1, a^*) > m(a_2, a^*)\).

### Table 1: Evaluating measures with axioms.

<table>
<thead>
<tr>
<th>Measure</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Instance level</th>
<th>Partial reward</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Axioms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Established measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exact Match (Query)</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>Exact Match (Answer)</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Acc/F1/R/P (Answer)</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>Perplexity</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>BLEU</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>ROUGE-L</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td><strong>Novel measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEK-1</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>GEK-2</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>GEK-3</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

1 Satisfies only A1.a.

4.2 Measure Analysis
Having established axioms derived from task-specific desiderata for evaluation measures, we can now analyze relevant established measures in terms of these axioms. We summarize our findings in Table 1, where ● indicates that a measure satisfies an axiom or general property, while ○ indicates it does not, and ● indicates a partial addressing of the axiom or property. Specifically, the general properties indicate whether a measure can be evaluated at an instance level and whether the measure can give a partial reward for a partially successful task.

We see that measures with n-gram-based matching like BLEU and ROUGE-L, as well as Exact Match (applied to the formal query) are able to address A1 partially, satisfying A1.a in that a perfect prediction will indeed give a maximal score of 1, assuming a single valid ground truth formal query for a given NL question. However, these measures do not capture specific semantic properties of the formal query, and so cannot fully satisfy A1. A major shortcoming shared by all the established measures is a failure to explicitly address whether a predicted formal query is executable. Assuming that the ground truth formal query is executable, which should be the case in principle, then Exact Match on the predicted formal query does satisfy A2 and A3. In practice, however, Query Exact Match by itself does not intrinsically guarantee A2 and A3, hence it can only partially satisfy those axioms.

Since D3 depends on D2, any evaluation of answer correctness assumes that the ground truth formal query has been correctly executed, which demonstrates syntax correctness D2. Hence, answer Exact Match and set-based measures applied only to answer correctness do imply the satisfaction of A2.

Exact Match cannot give partial reward, since only complete success is rewarded. We also note that while BLEU is not created to be evaluated on the instance level, it is possible to apply the measure in an instance-level manner. Finally, we note that Perplexity [14] does not satisfy any of the axioms even partially, and thus is not suitable for evaluating model performance for SP-KGQA. As can be seen from the analysis of measures against axioms, only our novel compound measures GEK-2 and GEK-3 fully satisfy all three axioms.
5 EXPERIMENTS

We investigate the proposed SP-KGQA framework, and more specifically GEK-1.3 and established measures, with two experiments. First, we investigate the sensitivity of measures in Sect. 5.2 by evaluating synthetic runs with controlled degradation of the ground truth. Second, we evaluate neural models trained on a large complex SP-KGQA dataset in Sect. 5.3.

5.1 Experimental Setup

We use the DBNQA [30] dataset, which consists of 894,499 instances, generated from 5,217 templates extracted from the LC-QuAD [59] and QALD-7-Train [61] datasets. Specifically, to avoid the reported information leakage issues [35], a sanitized partitioning of DBNQA is used, here referred to as DBNQA* (called Sanitized-1 in [35]), where the training and test splits are partitioned based on the underlying templates. In terms of the Chakraborty et al. [18] categories for neural KGQA, our work focuses on translation-based SP-KGQA, and our setting is fully supervised machine learning.

To retrieve answers, all formal queries, including the ground truth, those predicted by models, and those generated for the synthetic runs, are executed against a Virtuoso endpoint holding DBpedia 2016-10 [12] as the KG. The retrieved results are considered the respective ground truth and predicted answers.

During training, prediction, and query evaluation, the formal queries were tokenized and encoded in the manner of Soru et al. [55, 56]. We refer to Yin et al. [65] for an encoding example. For calculating GEK-1..3, we set the value $y = 10^{-4}$.

5.2 Experiment 1: Synthetic Experiments

To investigate the sensitivity of SP-KGQA measures, we simulate predictions errors without training models by constructing synthetic runs by degrading ground truth test data in a controlled manner. The more degradation applied, the worse the synthetic predictions; consequently, the more evaluation scores should decrease. This demonstrates that our novel compound measures are sensitive and balanced to all of the tested error types, as compared to established measures.

5.2.1 Transformations. We devise a set of transformations, that simulate particular types of prediction errors. Each of these transformations preserve the prediction quality with respect to one desideratum while degrading with regards to others. Table 2 provides an overview of the transformations, where desiderata marked with $\bigcirc$ are preserved, while those with $\bullet$ are disrupted. Each transformation is randomly applied to 10% or 20% of the test split.

- **T1**: Remove the closing curly bracket ($}$ from the WHERE clause. This mostly preserves D1 (both n-gram overlaps and semantic properties, like URIs and SPO triple patterns), but disrupts D2, and hence D3. This creates the case of correct semantics but wrong result.
- **T2**: Replace each entity (predicate) URI with a random entity (predicate) URI. This mostly preserves D2, but deteriorates D1 and hence D3.
- **T3**: Replace query with another that yields the exact same answer, if another such query exists in the dataset. This preserves D2 and D3, but disrupts D1.

5.2.2 Results. Table 3 presents the results of the synthetic experiments, where results meeting the sensitivity thresholds are indicated by daggers.² For each transformation T_i and for each measure, we see that established measures, novel component measures, and novel compound measures are reduced either proportionally by the degradation, or else negligibly. For example, T_1 affects Exact

²We omit corpus BLEU because results correlate closely with instance-level BLEU.
### Table 4: Evaluation of SP-KGQA methods in terms of established and novel measures. Best scores in each block are boldfaced.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Exact Match</td>
<td>BLEU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Query Answer</td>
<td>Corpus</td>
</tr>
<tr>
<td>NSpM</td>
<td>12.5%</td>
<td>0.000</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.000</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.000</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>0.000</td>
<td>0.023</td>
</tr>
<tr>
<td>NSpM+Att1</td>
<td>12.5%</td>
<td>0.012</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.024</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.045</td>
<td>0.074</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>0.081</td>
<td>0.117</td>
</tr>
<tr>
<td>NSpM+Att2</td>
<td>12.5%</td>
<td>0.008</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.029</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.049</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>0.078</td>
<td>0.119</td>
</tr>
<tr>
<td>ConvS2S</td>
<td>12.5%</td>
<td>0.042</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.066</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.084</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>0.085</td>
<td>0.126</td>
</tr>
<tr>
<td>Transformer</td>
<td>12.5%</td>
<td>0.051</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.077</td>
<td>0.154</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.102</td>
<td>0.202</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>0.113</td>
<td>0.229</td>
</tr>
</tbody>
</table>

Match proportionally at a one-to-one rate, while BLEU and ROUGE-L reduce at a lower rate. This illustrates the independence of D1 from D2 and D3. In contrast, $F_{1,\text{Sem}}$ and $F_{1,\text{Tri}}$ are not affected by $T_1$. Crucially, we see that GEK-1..3 and Query Exact Match are sensitive to all transformations. Out of these measures, GEK-3 is the only measure considered here that satisfies all the axioms and also shows sensitivity to all the synthetic prediction errors tested. Therefore, if a single measure is to be used, we recommend that to be GEK-3.

### 5.3 Experiment 2: Neural Methods

So far, we have shown both theoretically (with our axiomatic analysis in Sect. 4.1) and empirically (with our controlled degradation experiments in Sect. 5.2) that our novel GEK-1..3 measures indeed capture the desired properties of the SP-KGQA task. Having a principled and validated measurement instrumentation at our disposal, we are interested in applying the novel measures to evaluate state-of-the-art NMT SP-KGQA models, and assess whether the findings agree with the reported results in previous works using established measures.

#### 5.3.1 Methods

- **NSpM** [55, 56]: architectures Baseline, Attention 1, and Attention 2 were based on the original Tensorflow NMT implementation. Hyperparameters were 50 000 training steps, 2 layers, dropout 0.2. Based on [65], Attention 1 used the normed Bahdanau [8] attention mechanism, while Attention 2 used the scaled Luong [37] attention mechanism.

- **ConvS2S** [29]: architecture based on PyTorch implementation, using default hyperparameters, except optimizing with stochastic gradient descent with learning rate of 0.075 and momentum of 0.99.

- **Transformer** [63]: architecture based on the same PyTorch project as ConvS2S, using only default hyperparameters. Some NMT models perform better with sub-word tokenization, such as Byte Pair Encoding (BPE) [52], so for the Transformer and ConvS2S models we additionally used Sentencepiece BPE restricted to maximum 32k terms. Increased volumes of training data are expected to produce better performance if the model is learning. We train models from each of the five architectures on four different training splits from DBNQA: 12.5%, 25%, 50%, and 100%. We can then compare the measures on models expected to show performance improvement.

#### 5.3.2 Results

Table 4 presents the results of SP-KGQA neural models trained on different training data volumes. The NSpM baseline models show negligible change in all measures; this indicates that despite the additional training instances no improvement has occurred. All other methods show improvements in all measures with increased training data. Note that different models improve more on some measures than others. For example, Transformer is not the best model with respect to BLEU or ROUGE-L, but is clearly the best with respect to Query and Answer Exact Match.

---

1. https://github.com/bentrevett/pytorch-seq2seq/
2. https://github.com/google/sentencepiece
As Table 4 shows, comparing Exact Match for queries and answers, there can be a large gap between semantic parsing quality and answer correctness. Syntax correctness also shows an SP-KGQA system’s mastery of the formal query syntax (e.g., SPARQL). Therefore, our novel compound measures give partial reward to models which generate SPARQL queries which are executable without any errors.

Yin et al. [65] concluded that “the ConvS2S model consistently, significantly outperformed all other models [including Transformer] at a margin,” but our results constitute evidence to the contrary. The change between the relative ordering of ConvS2S and Transformer is a crucial one, especially considering the absolute performance difference. While the two are close in terms of BLEU and ROUGE-L (with a slight advantage to ConvS2S), the Transformer model produces substantially more executable queries (see Answer Exact Match scores). Hence, measures of individual components in the SP-KGQA task may give a distorted impression of the system performance on the task as a whole. This shows the advantage of a compound measure being simultaneously sensitive to all desiderata.

6 DISCUSSION AND CONCLUSION

After first discussing limitations and future directions, we conclude with our key steps and insights.

6.1 Limitations and Future Directions

Being a first study in this direction, the work presented is not without limitations.

6.1.1 An Initial Axiomatic Effort. We identified the desiderata based on the essential qualities of the KGQA task [18], following a standard methodology of axiomatic development of evaluation measures in Sect. 2.2. We acknowledge that our desiderata and axioms represent one possible perspective and it is by no means claimed to be exhaustive. For example, the answer completeness axiom makes strong assumptions about how a retrieved answer is to be treated, i.e., as a set of result tuples. This restricted view of answer correctness does not consider the relationships between the elements of an answer. In the future, additional or alternative axiom-level formulations of answer correctness may be developed, which would regard it as degrees of plausibility, e.g., with respect to the type of the answer retrieved [41]. Further desiderata may be included, e.g., to express a preference for simpler and shorter predicted formal queries. Syntax correctness could also be extended to address degrees of partial correctness. Furthermore, we plan to further expand the set of axioms and component measures to consider structural elements of semantic representation, like reserved words, brackets, and query graph structure.

6.1.2 Choice of Component Measures. In the present work, BLEU and ROUGE are interpreted as reflecting semantic representation because they would partly capture this aspect, at least matching the entity and predicate URI unigrams in a formal query. As for the novel component measures of semantic representation, entities and predicates are treated as more important semantic signifiers than structural elements of the formal queries because they are the explicit KG properties which must be matched. However, the structural elements play an important semantic role, and future work could incorporate these.

Validating whether a formal query provides a good semantic representation of a given NL question would require expert human evaluation efforts. This is similar to the challenge that motivated measures such as BLEU and ROUGE initially. We introduce our overlap-based measures as a first effort at automating the evaluation in terms of salient semantic elements from the formal query. Future work can investigate which semantic representation measures might correlate best with human evaluations of semantic representation. Importantly, the key message of our paper is not about the specific component measures suggested, but about the framework of taking multiple desiderata of a single task into account simultaneously in a formally grounded manner.

6.1.3 Weighting of Component Measures. The component measures corresponding to the three task desiderata are equally weighted in our proposed compound measure framework because all the desiderata are necessary for the SP-KGQA task. There is no a priori difference in importance between the three desiderata. However, as required for a particular system or application scenario, our framework enables different weightings of component measures.

6.1.4 Generalizing to Multiple Knowledge Graphs. We have experimentally addressed KGQA on a single, well-maintained ontology, DBpedia. Since this is an initial iteration on an axiomatic approach to developing grounded evaluation measures for SP-KGQA, we have restricted the scope of the work to general aspects of KGs and formal queries. This has been a helpful constraint to be able to clearly express our framework. However, in future work it may be interesting to develop concepts in our framework with respect to semantic knowledge representation, e.g., as expressed using the OWL Web Ontology Language. Distinct URIs may represent the same underlying property or entity, in which case they are connected by the OWL predicate owl:sameAs. If two predicates represent mutually inverse properties, the are connected by owl:inverseOf.

Extending the first NL question example in Sect. 3.1, with a pair of predicates that are mutual inverses such as parentOf and childOf, we can replace the triple pattern ?person childOf ?parent with ?parent parentOf ?person. We then get yet another formal query formulation

SELECT ?person WHERE { ?parent parentOf ?person . ?parent childOf Albert_Einstein }
6.2 Conclusion

Currently, there is no agreed-upon way of evaluating SP-KGQA systems. Previous work uses multiple measures that evaluate individual aspects, such as either the quality of the semantic parse or the quality of the answer retrieved. It is clear that researchers also want to consider multiple aspects, but there is no other way of doing that other than reporting on a set of different measures. There is no systematic and principled way to combine these aspects in a single unified evaluation measure. Because of that, one particular measure (implicitly or explicitly) becomes “privileged” and gets optimized, at the expense of others. This carries the risk of overfitting and may lead to an imbalanced view of true system performance. It is therefore clear that there is a need to unify SP-KGQA measures in a formally grounded manner.

We have looked through an axiomatic lens at the measures used to evaluate systems’ performance on the SP-KGQA task. We have introduced a probabilistic framework for a family of compound measures capable of addressing all the identified task desiderata. With this framework we have instantiated novel compound measures, designed specifically for the SP-KGQA task. After postulating axioms for SP-KGQA evaluation measures, our axiomatic analysis found insufficiencies in established measures that our novel compound measures resolve. We have also validated the novel measures by evaluating synthetic predictions, before evaluating real predictions by state-of-the-art NMT-based SP-KGQA models. From the experiments, we see that established measures are generally sensitive to some but not all desiderata, unlike our novel compound measures. The discrepancy between established and novel measures we have observed in state-of-the-art NMT-based SP-KGQA models indicates a need for re-examination of the results of previous works.
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