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Abstract

Explainable recommenders are systems that explain why an item is recommended, in ad-
dition to suggesting relevant items to the users of the system. Although explanations are
known to be able to significantly affect a user’s decision-making process, significant gaps
remain concerning methodologies to evaluate them. This hinders cross-comparison between
explainable recommendation approaches and is one of the issues hampering the widespread
adoption of explanations in industry settings. The goal of QUARE ’22 was to promote dis-
cussion upon future research and practice directions around evaluation methodologies for
explanations in recommender systems. To that end, we brought together researchers and
practitioners from academia and industry in a half-day event, co-located with SIGIR 2022.
The workshop’s program included two keynote talks, three sessions of technical paper pre-
sentations in the form of lightning talks followed by panel discussions, and a final plenary
discussion session. Although the area of explanations for recommender systems is still in
its early stages, QUARE saw the participation of researchers and practitioners from several
fields, laying the groundwork for the creation of a community around this topic and indicating
promising directions for future research and development.

Date: 15 July, 2022.

Website: https://sites.google.com/view/quare-2022/home.

1 Introduction

Recommenders are widely used to support users in finding relevant items in contexts where a
large number of options may be available. Recommendations may help users decide which items

ACM SIGIR Forum 1 Vol. 56 No. 2 December 2022

https://sites.google.com/view/quare-2022/home


to buy, which news items to read or watch, or even to which educational institutions or job posi-
tions to apply. Alongside recommendations, a system may provide explanations of why an item
or a set of items was suggested [Hada et al., 2021]. We are aware that these explanations may
affect a user’s decision-making process in a range of different ways [Tintarev and Masthoff, 2015].
Nevertheless, the evaluation of recommendation explanations—which would allow us to measure
and understand the effects of explanations—is still an area where significant gaps remain. For
example, there is no consensus if one-size-fits-all explanations exist or how to measure their qual-
ity [Nunes and Jannach, 2017]. This lack of established, actionable methodologies to evaluate
explanations for recommendations, as well as evaluation datasets, hinders cross-comparison be-
tween different explainable recommendation approaches and is one of the issues hampering their
widespread adoption in industry settings.

The main aim of this workshop was to bring together researchers and practitioners from in-
dustry and academia, facilitate the exchange of perspectives and solutions, and bridge the gap
between academic design guidelines and the best practices in the industry regarding the imple-
mentation and evaluation of explanations in recommender systems. QUARE ’22 was a half-day
workshop, co-located with SIGIR ’22, which welcomed previously published (featured papers) and
ongoing research, vision, and position papers around the following themes:

• Design and generation of explanations;
• Evaluation of explanations;
• Personalisation;
• Presentation.

We had a total of 14 accepted submissions, with 12 featured papers, one demo paper, and one
position paper; these submissions are summarised below. Authors of each successful contribution
were invited to give a lightning talk, which served as a starting point for subsequent discussions
among authors and participants. In addition, the workshop featured two keynotes from researchers
and practitioners in industry and academia.

2 Keynotes

2.1 Evaluating Explainability in Recommendations: Current Prac-
tices and Opportunities by Xiting Wang

Xiting Wang (Microsoft Research Asia) was the first keynote speaker at the workshop. In her
talk, she critically presented different evaluation methods for explanations in recommender sys-
tems, by focusing on their limitations and challenges, and reflected on how to choose the most
appropriate one. While explanations can make users feel recommendations more “human-like”
and can increase clicks even up to 40%, their effects are often underestimated by practitioners,
who, instead, typically invest more efforts into building a new recommender that may improve
accuracy in a much smaller percentage. The cases of successful deployment of explainable recom-
mendations are still limited in real-world products, even though they are already adopted across
several commercial websites, such as Facebook, Amazon, and Last.FM. Furthermore, as of yet,
the understanding of goals and advantages of explanations is still patchy and a benchmark for
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objective, cross-comparable evaluation is not available. In terms of challenges, the diversity of
goals, the lack of well-defined foundations, and the fact that explanations are personalised by na-
ture further hinder their evaluation. Before delving into explanation evaluation approaches, Xiting
distinguished two types of explainable recommender methods, self-explainable models and post-hoc
explanations, and compared them in terms of recommendation accuracy, fidelity, and readability
and usefulness. Self-explainable models aim to ensure good accuracy while keeping the additional
benefits of explainability. Post-hoc explanation approaches primarily aim to ensure that the expla-
nations faithfully reveal the working mechanisms of the original model. When it comes to gauging
the performance of self-explainable models, recommendation accuracy might not reach optimal
levels and should be evaluated first, whereas, in post-hoc approaches, the fidelity of explanations
should take priority. Self-explainable models may have lower accuracy than black box models,
but may naturally be more robust to noise, due to human-understandable constraints [Lee et al.,
2022]. Hence, it is worth using, besides common accuracy metrics (e.g., AUC, NDCG, precision,
recall), methods to evaluate robustness (i.e., verify whether recommendations remain accurate in
the presence of increased noise or adversarial attacks).

The keynote continued by presenting four types of evaluation methods for assessing the read-
ability and usability of explainable recommenders: case study, automatic quantitative experiment,
user study, and online experiment. Case studies are able to provide people with an intuitive feel-
ing of how explanations look like and the speaker strongly advised everyone working on empirical
research on explanations to perform at least an evaluation with this method [Chen et al., 2021]
(i.e., show a few lines from actually generated explanations [Chen et al., 2021] or compare them
with explanations generated by an existing approach [Chen et al., 2019]). Quantitative approaches
may be used to supplement case studies. In these cases, metrics such as BLEU or ROUGE may
be used to compute how close explanations are to, for instance, user reviews, which can be treated
as ground-truth explanations. Alternatively, automatic heuristic criteria may be created to quan-
tify readability and usefulness. Wang et al. [2018] compare sentiment consistency, coherency,
and conciseness between different approaches, whereas Liu et al. [2021] look at informativeness,
explanation quality, and efficiency of a news explainable recommender. Overall, quantitative ap-
proaches are easy to design and cheap to evaluate, but finding suitable datasets and heuristics
may be difficult and cumbersome. User studies may add substantial value to the evaluation of an
explanation approach, even with a relatively small number of participants [Yang et al., 2022], since
they allow to evaluate any motivation or goal with a pool of real users. However, the additional
time and budget required by user studies may be a concern and should be defined early in any
project. The fourth, and most difficult evaluation method is the online experiment, which requires
deploying a model and carrying out an experiment in a live product [Wang et al., 2021]. Never-
theless, online experiments are able to include much larger pools of users and measure directly
the effect of explanations, e.g., in terms of impressions, clicks, etc.

In her closing statements, Xiting stressed the importance of finding common evaluation criteria,
as opposed to focusing on the optimisation of current explanation approaches, to move beyond
the present early stages of explainability research. She also pointed out that there is no fixed
answer to evaluate explainability and that the priority of evaluation design should be consistent
with the motivation behind a new approach or a piece of research. Finally, she advocated for
the creation of explanation benchmarks and interdisciplinary studies, drawing from psychology,
cognitive science, natural language processing, and computer vision.
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2.2 Explaining Recommendations to Users: Simple or Complex? by
Dietmar Jannach

The second keynote of the workshop was delivered by Dietmar Jannach (University of Klagenfurt,
Austria). Recommendations may be explained for different purposes (transparency, scrutabil-
ity, trust, effectiveness, persuasiveness, efficiency, and satisfaction [Tintarev and Masthoff, 2015])
and along various dimensions (type of information to show, form, personalisation, availability,
etc. [Nunes and Jannach, 2017]). Explanations may be complex, such as the following example
taken from the Pandora system by Tintarev and Masthoff [2022]: “Based on what you’ve told us
so far, we’re playing this track because it features solo strings, mystical qualities, minor key tonal-
ity, melodic songwriting and intricate melodic phrasing.” Here, information is presented about
assumed item features and (assumed) user preferences in a text-based and rather detailed form;
the explanation is personalised and is available upon request. Alternatively, a simple explanation
could be “Everybody likes Ed Sheeran” or “Our recommendations are based on the trendiness of
the artist.” The question then arises: which of these is better and according to which purpose?
To answer this question, Dietmar first reviewed early work (2000–2014) on comparing different
explanation styles for movie [Herlocker et al., 2000; Gedikli et al., 2014] and book recommenda-
tions [Bilgic and Mooney, 2005]. Common to these studies is that they investigate the effects of
explanations with respect to one or multiple explanation purposes based on user studies, often
using nearest-neighbour techniques as the baseline recommendation method.

Next, Dietmar reviewed more recent work (2015–present), which is often driven by the desire
for transparency due to advances in deep learning methods [Chen et al., 2022]. Algorithmic studies
are commonly accompanied by case studies on explainability/interpretability, but these are not
designed for, nor evaluated with, end users (i.e., no treatment and control groups with human
judges who are representative of target users). Focusing on natural language explanations, user
reviews are often considered as ground truth and compared against the generated explanations
using machine translation measures (BLEU and ROUGE). There are several issues with this
approach. First, it assumes a single ground truth, while in reality there may be many good
explanations. Also, it ignores important aspects, such as personalisation and grammar. More
generally, it is unclear to what extent these metrics correspond to human perceptions (cf. [Liu
et al., 2016]) and whether these types of explanations serve any of the potential explanation
purposes.

In the final part of his talk, Dietmar discussed conversational recommender systems, which
offer a natural test-bed for explanations. However, most of today’s systems cannot answer ‘why’
questions and explanations are also missing from dialogue datasets. He emphasised the need for
more studies on end-user perceptions and considering the questions of user control: explanations
can serve as an entry point to let users give feedback or correct the system. Finally, explanations
to a large extent are a problem of human-computer interaction (HCI)—showing explanations is
only the beginning, there are several exciting future questions that require collaboration between
data science and HCI.
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3 Session 1: Explanation generation approaches

The first technical session of the QUARE workshop focused on the topic explanation generation
approaches and consisted of five featured contributions.

3.1 Papers

Pairwise Review-Based Explanations for Voice Product Search (featured in Penha et al.
[2022])

by Gustavo Penha, Eyal Krikon and Vanessa Murdock

Gustavo Penha presented two methods for generating explanations for the voice product search
domain, which is very challenging due to the limited amount of information that can be disclosed
at a time. The work was done in collaboration with Alexa, Amazon. The first explanation gen-
eration method proposed was called pointwise and consisted of selecting the top-1 most helpful
sentence from the top relevant review of the recommended product. The pairwise explanation
generation method consisted of selecting a diverse pair of products from the top-k ranked prod-
ucts for a query and choosing a sentence from a helpful review for each product to be included
in the explanation. In a user study evaluation, it was found that both pointwise and pairwise
explanations help users make a good decision (i.e., effective) and explain how the system works
(i.e., transparency), but they neither convince users to buy the products (i.e., persuasiveness) nor
allow them to tell the system is wrong (i.e., scrutability).

ELIXIR: Learning from User Feedback on Explanations to Improve Recommender
Models (featured in Ghazimatin et al. [2021])

by Azin Ghazimatin, Soumajit Pramanik, Rishiraj Saha Roy and Gerhard Weikum

In the second talk of the session, Azin Ghazimatin talked about the role of explanations in
enhancing the quality of recommender models and proposed ELIXIR as a method for pairing
recommendations with explanations and using these pairs to better learn user preferences. In
short, ELIXIR extends existing recommender models by requesting feedback on pairs of recom-
mendations and explanations and then it incorporates the feedback in the recommender models to
improve future recommendations and better learn user-specific preferences. The explanations pro-
vided are at the level of the item, minimal, and counterfactual. Through user studies in the movie
and book recommendation domains, the authors showed that this pair-level feedback improves
recommendations and it is more discriminative than item-level feedback.

Counterfactual Explanations for Neural Recommenders (featured in Tran et al. [2021])

by Khanh Hiep Tran, Azin Ghazimatin and Rishiraj Saha Roy

Counterfactual explanations show changes in sets of recommended items, as they would appear
if parts of a user history were removed or modified. Rishiraj Saha Roy presented ACCENT, a
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general framework to find counterfactual explanations for neural recommenders. ACCENT adapts
prior counterfactual approaches, by combining some of their features—notably the contribution
scores for each item in a user history obtained using Personalised PageRank (PRINCE) and the
approximate influence scoring mechanism from the fast influence analysis (FIA)—and expanding
them with a pairwise comparison between the recommended items scores and their possible re-
placements. The results show that ACCENT can be used to produce effective explanations for
end users, based only on their previous interaction history, and can be applied to a large number
of neural recommenders.

Automatic Generation of Natural Language Explanations (featured in Costa et al. [2018])

by Aonghus Lawlor, Sixun Ouyang, Peter Dolog and Felipe Costa

Several explanation generation approaches rely on user reviews as ground truth. However, this
data is sparse and noisy, i.e., may contain irrelevant or hard to interpret parts for a machine. The
approach presented by Aonghus Lawlor aims to generate readable reviews, by focusing only on
the important features within the text. It consists of a generative model which encodes the in-
put text and attributes into high-dimensional embeddings, aligns those, and outputs personalised
reviews for each user-item pair. The authors compare the explanations generated by their model
with human-made reviews, computing a sentiment value for each word and highlighting high- and
low-polarity words. The explanations generated by this approach perform on par with human
reviews in terms of accuracy and readability, prompting the authors to suggest further testing of
the model in larger and more varied review domains.

Exploring the Role of Local and Global Explanations in Recommender Systems (fea-
tured in Radensky et al. [2022])

by Marissa Radensky, Doug Downey, Kyle Lo, Zoran Popović and Daniel Weld

In the final paper of the session, Marissa Radensky explored the role of local and global ex-
planations in the domain of research paper recommender systems. The work is motivated by the
fact that there has been little investigation regarding the purposes and benefits to the users for
using local and global explanations, even though it is known that explanations improve trans-
parency. The proposed local explanations (i.e., why a particular item is being recommended)
show the top relevant terms for retrieving a particular research paper together with their global
weights. The proposed global explanations (i.e., how items are recommended overall) show the
recommendation feed’s top terms and their weights. In exploratory and controlled user studies,
the authors found that the combination of the two types of explanations is more helpful than either
of the two alone for helping people understand how the recommender can improve. However, the
global explanations alone are the most efficient in helping people identify false positive and false
negative recommendations.
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3.2 Discussion

The discussion following the first technical session of the workshop focused on the interplay be-
tween explanation generation approaches and human perception of good or useful explanations.
Overall, all panelists agreed that in order to design a good explanation for a particular recom-
mender system, we need to reason and reflect on the goals that the explanation should serve, on the
user needs with regard to what they expect or prefer to see in the explanations. According to Azin
Ghazimatin, explanations should always provide an amount of information that is manageable by
users. Furthermore, when dealing with counterfactual explanations for neural recommendations,
Rishiraj Saha Roy pointed out that it is difficult to evaluate the effects or quality of the expla-
nations at each iteration, and thus it is customary to have post-hoc evaluations and focus on the
conciseness and scrutability of the explanations, as well as on the actionability or level of control
that users can have through explanations to influence further recommendations. In the discussion,
it was also pointed out, by Aonghus Lawlor, that many times explanations are designed based on
the needs of the algorithm, or aspects that appear natural from the domain of the systems, e.g.,
review alike explanations or keyword-based explanations. However, it is unfortunate that human
evaluations or inputs are not yet a mainstream requirement.

Marissa Radensky also mentioned that explanations are highly related to algorithmic trans-
parency, which in turn can help people become more literate in algorithmic decision-making. In
addition, when dealing with explanations for recommender systems that are used in production,
from an industry perspective, persuasiveness is always an important goal, but it is imperative to
also build user trust with the system, according to Gustavo Penha.

4 Session 2: Evaluation approaches for explanations

The second technical session of the QUARE workshop focused on the topic evaluation approaches
for explanations and consisted of one perspective paper, one demo paper, and two featured papers.

4.1 Papers

Evaluating the Explanation Tags of Online Food Delivery Recommendation: A Posi-
tion Paper (perspective)

by Yurou Zhao, Ruidong Han, Fei Jiang, Lu Guan, Xiang Li, Wei Lin, Yiding Sun and Jiaxin
Mao

Yurou Zhao presented a collaboration study with the food ordering system Meituan. Though
Meituan has different types of tags as explanations for their food recommendations, the space
available in its interface is limited, and as such only the most accurate tags can be shown to the
users. While previous work focused on the persuasiveness of a tag, this work proposes to also
consider usefulness and faithfulness as measures of explanation quality. To measure the useful-
ness of an explanation CTR (Click-Through Rate) and CVR (ConVersion Rate) are combined,
and for faithfulness, a proxy model is built that takes the explanation tags as input and outputs
a food recommendation. A tag is then considered faithful to the degree to which it contributed
a (correct) recommendation. As a limitation of this approach, the authors note that users may
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perceive tags differently, and that in the future, user studies should be conducted to measure the
gap between the user’s objective evaluation result and the computed score.

Investigating Users’ Preferences for Explanation Tags on Online Delivery Platform
(demo)

by Yiding Sun, Yurou Zhao, Ruidong Han, Fei Jiang, Lu Guan, Xiang Li, Wei Lin and Jiaxin
Mao

In the second presentation of the session, Yiding Sun presented another collaboration study with
the food delivery platform Meituan, in which they conducted a user study on users’ personal
preferences for explanation tags. Given that Meituan utilises a large number of fine-grained types,
they first conducted a pre-study where they asked participants to first review and summarise the
tags and then created a taxonomy. This yielded five high-level tag categories. They then tested
the overall performance of the tags (“will having this type of tag help you make more accurate
decisions?”), and the user’s personal preferences for types of tags in light of different explanation
goals (effectiveness, efficiency, trust, transparency, and satisfaction). They found that all types of
explanations yielded positive results and performed better with statistical significance compared
to having no explanations. In future work, they aim to conduct a follow-up study with a larger
group of participants.

Post-Processing Recommender Systems with Knowledge Graphs for Recency, Popu-
larity, and Diversity of Explanations (featured in Balloccu et al. [2022])

by Giacomo Balloccu, Ludovico Boratto, Gianni Fenu and Mirko Marras

In the first lightning talk of the session, Giacomo Balloccu introduced knowledge graphs for
generating explanations. These knowledge graphs leverage “paths” between items, such as movies
sharing actors, to make recommendations based on items a user has interacted with before. They
introduce three new explanation quality metrics: recency (time since linking interaction took
place), popularity (of the linking entity), and diversity (of the type of explanations in the top-k
recommendations). Based on these metrics they propose a post-processing approach. They found
that while optimising the recommendations for these metrics greatly benefited the actual metrics,
they had a minor influence on recommendation utility compared to traditional policy-guided path
reasoning (PGPR).

Argumentative explanations for interactive recommendations (featured in Rago et al.
[2021])

by Antonio Rago, Oana Cocarascu, Christos Bechlivanidis, David Lagnado and Francesca Toni

During the last talk of the session, Antonio Rago described their work on argumentative ex-
planations for interactive recommendations. In this work they focused on the transparency and
satisfaction of the explanations, simplifying the predicted ratings of the system to the point that
faithfulness and scrutability were guaranteed by design. They also posited that when it comes
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to satisfaction, different users would prefer different styles of explanations. They created an ar-
gumentative ‘scaffolding’, which allowed for different types of explanations to be tested. While
performance was below state-of-the-art, reasonable accuracy was achieved. In order to test the
user’s satisfaction with the system, a study with restricted feedback and predetermined actions
was set up. In terms of transparency, it was found that all styles of explanation improved how
well users understood the system significantly. However different users preferred different styles,
with a few users having no preference, leading to different levels of satisfaction.

4.2 Discussion

The discussion following the second technical session first focused on the tradeoff between ex-
planation utility and explainability. Giacomo Balloccu noted that there were specific patterns
observed, with explainability consistently increasing and NDCG decreasing, but also that this
effect was stronger in some instances than in others. Conducting an online study would be a good
next step to gain more insight into these patterns. Next, the presenters were asked whether they
thought their work could be useful to different domains and contexts. All presenters agreed that
there were certain parts of their work that were very application-specific, but that some of the
underlying frameworks could be translated to other domains. For Yurou Zhao, this would be the
approach of using a tag as an explanation, whereas for Yiding Sun, this would be the framework
of evaluating the user’s preferences. Giacomo Balloccu noted that the main limitation lied in the
need to build and populate a knowledge graph every time, which could be difficult for domains
in which collecting the required data is not as straightforward. Lastly, Antonio Rago noted that
their domain was uniquely low-risk, which made it less problematic when there were few earlier
interactions to work with. This would likely be different in high-risk domains, such as medicine
or finance.

5 Session 3: Effects of explanations

The third technical session of the QUARE workshop focused on the topic effects of explanations
and consisted of five featured multi-disciplinary contributions.

5.1 Papers

A Survey on Effects of Adding Explanations to Recommender Systems (featured in
Vultureanu-Albişi and Bădică [2022])

by Alexandra Vultureanu-Albisi and Costin Badica

Alexandra Vultureanu-Albisi presented the main findings of a survey paper investigating the im-
plications of explainability applied to recommender systems. The work was motivated by two
factors regarding the evaluation of explanations for recommender systems: insufficient human-
centred evaluation and lack of conceptualisation of explainable AI terminology with regard to
recommender systems. The main contribution of the survey is a process for evaluating the ex-
planations of a recommender system using human-centred metrics such as user mental models,
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performance of human-machine tasks, user satisfaction with the explanation, user trust, and con-
fidence. The proposed process is guided by various effects that influence how people perceive the
explanations and properties that should be achieved in order for the explanation to be properly
accepted and interpreted.

Why trust technology? Combining legal and individuals’ perspectives to enable trust
in news personalisation (featured in Drunen et al. [2022])

by Max van Drunen, Brahim Zarouali and Natali Helberger

In the second featured paper, Max van Drunen stated that trust has two-fold importance in
news recommender systems: from a recommender system perspective, it expresses how individu-
als decide whether they can rely on it for recommendations, while from a recommender system
explanation perspective, it allows individuals to determine whether the recommender is trustwor-
thy. To promote trust in news recommender systems and help users decide when they could rely
on a news recommender system, Drunen et al. [2022] took a legal perspective. The goal was to
understand what kind of trust should be promoted and which measures are found important by
individuals with regard to trust in news recommender systems. The main outcome of the study
was that individuals want and care about control and transparency when interacting with news
recommender systems regardless of whether they already trust the media. Furthermore, while
control seems to be more important than transparency for trust in news recommender systems,
neither of them is sufficient—trust is not only an individual’s concern, but it also affects media
companies, policymakers, and the government, among others.

The effect of explanations and algorithmic accuracy on visual recommender systems
of artistic images (featured in Dominguez et al. [2019])

by Denis Parra, Vicente Domı́nguez, Pablo Messina and Ivania Donoso-Guzmán

Denis Parra presented an approach for recommending and providing explanations for artistic
images in collaboration with UGallery, a platform focusing on promoting artists. In their work,
in an online user study, Dominguez et al. [2019] studied the interplay between accuracy and ex-
plainability in three different recommendation interfaces. More precisely, they studied the effect of
explaining recommendations of images using two algorithms—one with high predictive accuracy
but unexplainable features (DNN) and one with lower accuracy but high potential for explanations
(AVF) in three different UI conditions: no explanations (baseline), textual explanations and top-3
similar images (explainable recommendation), and features’ bar chart and top-1 similar image (ex-
plainable and transparent recommendation). The study showed that explanations have, overall,
a positive effect on users in terms of usefulness. In addition, the perception of recommendation
accuracy improves just by adding explanations, but only for the DNN algorithm—it is perceived
better than AVF in most dimensions, showing that there are interaction effects between the algo-
rithm and the explainable interfaces. In conclusion, user interfaces and recommender algorithms
should not be studied in isolation, since users need both good algorithmic accuracy and reasonable
explanations, which are highly dependent on how they are presented.
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Nudging towards news diversity: A theoretical framework for facilitating diverse news
consumption through recommender design. (featured in Mattis et al. [2022])

by Nicolas Mattis, Philipp Masur, Judith Moeller and Wouter van Atteveldt

Nicolas Mattis introduced the concept of nudging users towards reading and consuming more
diverse news recommendations, with the aim of benefiting democracy. As highlighted by the pa-
per, there are two different approaches for motivating diversity nudges. The first approach consists
of developing a news recommender system that optimises for diversity. In time, after interacting
and being exposed to such a system, users might be more likely to consume diverse recommenda-
tions. The second approach involves the presentation aspects of diverse recommendations. This
second approach is motivated by the fact that people have various selection criteria (i.e., inter-
ests, attitudes) for news and the way news is presented can positively impact their interaction
and consumption of diverse news. Thus, Mattis et al. [2022] proposed social norm interventions,
which consist of labels assigned to news articles that help make diversity values salient and thus
encourage people to consume more diverse news.

Towards Explainable AI: Assessing the Usefulness and Impact of Added Explainabil-
ity Features in Legal Document Summarization (featured in Norkute et al. [2021])

by Milda Norkute, Nadja Herger, Leszek Michalak, Andrew Mulder and Sally Gao

Milda Norkute talked about the effects of explainability in the context of legal document sum-
marisation, at Thomson Reuters Labs. More precisely, they proposed a legal text summarisation
system to support the editorial team in monitoring and collecting court cases and automatically
writing a short summary of these documents. To support editors in verifying the suitability of
these AI-generated summaries, Norkute et al. [2021] proposed two approaches to accommodate
the requirements of the editorial team and explain the summary: 1) attention highlights (shown
as different shades of a colour) consisting of a model-specific approach that uses the attention
scores produced by the model to show which parts of the documents the model paid attention
to when generating the summary and 2) source highlights (shown in a single colour) consisting
of a model agnostic approach that identifies sentences in the input texts that had an influence
on the summary. These explanation approaches were compared to a baseline approach (i.e., no
explanation given) in a user study with the editorial team. The main finding of the study was
that the editors were significantly faster when seeing attention highlights, due to their presenta-
tion characteristics—different shades of blue indicated different importance values as well as the
certainty that the AI inspected the entire case. However, this was not the case for the source
highlights, where the presentation was less intuitive and less trustworthy (a single shade of blue).

5.2 Discussion

The discussion that followed the third technical session touched upon three important aspects
that we summarise below.

First of all, Nicolas Mattis, Max van Drunen, and Alexandra Vultureanu-Albisi mentioned that
theoretical frameworks for defining, designing, and presenting explanations offer the foundation
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for studying explanations, their quality, and ultimately their effects. However, there is still a
disconnect between the theoretical and technical aspects of generating explanations. During the
workshop, much has been argued that in order to properly support users with quality-driven rec-
ommendations and explanations, we need multi-disciplinary approaches. Second, Milda Norkute
and Denis Parra mentioned that the effects of explanations should still be studied with actual
system users in order to provide the best functionality and also personalisation strategy. Third,
while there seems to be some tension between two explanation goals discussed during the session—
nudging into consuming more diverse content and providing control, Max van Drunen indicated
that these goals are not mutually exclusive. More precisely, they are two approaches that allow
users to make different choices. Furthermore, explanations or nudges can be designed in such a
way as to actually provide more control to users.

6 Final Discussion

The workshop concluded with a final discussion among all organisers, authors, and participants.
It became clear early on that “explanations” is an overloaded term and agreeing on its definition
is not trivial. Instead of aiming for one clear-cut definition, a more useful approach would be to
characterise what explanation are able to enable. On the one hand, there are several organisations
that are committed to bringing more transparency to their AI systems, and explanations are a
supporting mechanism for that. On the other hand, explanations can provide more control to
end-users, to steer the recommendations they receive. There is also a trade-off between the two
that needs to be balanced, with additional legal requirements (e.g., privacy) to be considered.
Overall, the questions of when explanations are needed and what purpose they should serve seem
to be highly application specific.

A recurring theme was the question of evaluation. Inevitably, there is a gap between academic
studies and real-world applications. Currently, user studies are the primary evaluation instrument,
but it is unclear whether findings translate to real-world settings. For example, users’ decision-
making processes might be very different between low-cost and high-cost scenarios; it is doubtful
whether study participants were to behave the same way in reality as in the imaginary scenario
they are presented with. Also, even though it sounds obvious that user study participants need
to be representative of the general population, in practice it is often not ensured or validated.
Adding explanations to recommendations might change how users behave, and there is currently
little understanding of what these changes may look like in the short and long term—this is
difficult to capture in user studies.

During the discussions, it became obvious that investigating explanations in recommender
systems is a multi-faceted research problem that requires insights and expertise from other disci-
plines beyond IR and RecSys, including those of human-computer interaction and social sciences.
Throughout the workshop and in particular during the final, plenary discussion session, there was
plenty of thoughtful engagement on the part of participants and a desire for continued discussion
was expressed.
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7 Summary

QUARE ’22 aimed at bringing together researchers and practitioners to identify outstanding issues,
priorities, and next steps in research and developments within the explainable recommendation
field. Around 30 on-site and remote participants contributed to the success of the workshop,
sharing the results and perspectives deriving from their previous research and practice. The two
keynote speakers looked at the topic of the workshop from different angles, which helped shape
and stimulate the subsequent discussion.

Overall, explanations for recommender systems are gaining traction as a way to improve the ef-
fectiveness of recommendations and achieve better transparency. However, the lack of shared eval-
uation methods and benchmarks makes the comparison between explanation approaches harder
and prevent organisations from adopting them more widely. One of the possible solutions, which
came up at different times during the workshop, is the establishment of cross-disciplinary research
and practices, able to fill the gap between the theoretical and technical aspects of generating and
evaluating explanations for recommenders. QUARE represents an important step in that direc-
tion, having connected people across academia and industry from different disciplines, such as IR,
HCI, Social Sciences, and Law. We hope to build upon these connections to create a community
around the topic of explanations for recommender systems in future editions of the workshop.
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