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ABSTRACT

Conversational systems can be particularly effective in supporting

complex information seeking scenarios with evolving information

needs. Finding the right products on an e-commerce platform is

one such scenario, where a conversational agent would need to be

able to provide search capabilities over the item catalog, understand

and make recommendations based on the user’s preferences, and

answer a range of questions related to items and their usage. Yet,

existing conversational datasets do not fully support the idea of

mixing different conversational goals (i.e., search, recommendation,

and question answering) and instead focus on a single goal. To

address this, we introduce MG-ShopDial: a dataset of conversations

mixing different goals in the domain of e-commerce. Specifically,

we make the following contributions. First, we develop a coached

human-human data collection protocol where each dialogue par-

ticipant is given a set of instructions, instead of a specific script or

answers to choose from. Second, we implement a data collection

tool to facilitate the collection of multi-goal conversations via a

web chat interface, using the above protocol. Third, we create the

MG-ShopDial collection, which contains 64 high-quality dialogues

with a total of 2,196 utterances for e-commerce scenarios of varying

complexity. The dataset is additionally annotated with both intents

and goals on the utterance level. Finally, we present an analysis of

this dataset and identify multi-goal conversational patterns.
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systems.
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1 INTRODUCTION

How many queries would a user need to find a new pair of running

shoes? One, if they knew exactly which one they wanted—however,

it is not the case for the majority of users. Hence, they would most

likely start an information-seeking process to explore the search

space and execute several “context-free” queries to find the perfect

pair of shoes [39]. For such situations, conversational systems have

gained attention, as they offer several advantages over traditional

means of information access. A dialogue is more natural, especially

for complex information needs that might require a sequence of

(co-dependent) queries. Indeed, the multi-turn structure of conver-

sational interactions allows for making references easily to previous

answers, which is not possible in a traditional search engine. Other

advantages include more direct feedback, as it can be expressed

in plain text, and better personalization capabilities thanks to the

preferences disclosed in the dialogue [46]. Conversational infor-

mation access is, in part, supported by the development of natural

language processing and deep learning techniques [18, 47], and

the growing adoption of conversational assistants [43]. However,

advancements in the field are highly dependent on the availability

of suitable conversational datasets.

Conversational information access systems support multiple con-

versational goals that are related to complex information seeking,

exploratory information gathering, and recommendation [13]. In

this work, we focus on the three main conversational goals iden-

tified in the field: search, recommendation, and question answering
(QA) [46]. The distinction between these goals can sometimes be

blurry as the same situation can be considered as search or recom-

mendation (e.g., finding a close by hotel), or as search or question

answering (e.g., agent answering a sequence of questions with pas-

sages) [46]. Crucially, in a natural conversation, the conversational

goal is dynamic, i.e., it changes depending on the context. Therefore,
a truly conversational information access system should support

all these goals. Taking the example of a user looking to purchase

running shoes, the agent starts by eliciting the user’s preferences

and makes recommendations based on them (i.e., recommendation).
Before making a final choice, the user asks questions related to

the eco-friendliness and the sole’s characteristics of a suggested

pair of shoes (i.e., search and QA). As the conversation progresses,

the conversational goal can be updated several times based on the

context. Following the example, the user might not be satisfied by

the sole’s characteristics of the first recommended pair of shoes and

therefore asks for another recommendation. Hereinafter, we refer

to similar conversations that mix goals as multi-goal conversations.
Most conversational datasets are created for a particular con-

versational goal, such as search (e.g., CAsT-19 [14] and MISC [42])

or recommendation (e.g., MultiWoZ [8] and INSPIRED [19]). Few
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datasets with multi-goal conversations exist, focusing on the do-

mains of music, movie, restaurant, and news [15, 28, 29]. However,

they do not support all three goals studied here. Hence, we create

MG-ShopDial, a new dataset of English multi-goal conversations

in the domain of e-commerce. According to Papenmeier et al. [34],

e-commerce could take advantage of the conversational setting, es-

pecially for product search. Indeed, clients do not always knowwith

precision what they are looking for, likely resulting in a multi-goal

conversation (e.g., exploration of the space, disclosure of informa-

tion need, clarification questions). Thus, MG-ShopDial is a resource

that is particularly suited for the development of future conversa-

tional agents that can handle the evolution of a user’s conversation

goals as naturally as possible.

To collect the conversations, we use a coached human-human

data collection protocol [37], where some participants mimic digital

shopping assistants, while others play the clients. Each role comes

with a set of instructions to detail what is expected with regards

to conversational goals. However, we do not suggest answers or

provide a specific script to follow. Instead, we emphasize on the

naturalness of the conversation, the curiosity for the client, and

that the shopping assistant should ask clarification questions, if

necessary. In order to introduce diversity in the conversations, two

types of scenarios (simple and complex) across different product

categories (e.g., book, clothes, office supplies) are developed.

The creation of the dataset is facilitated by a purpose-built tool

we developed to collect data in accordance with our protocol. Due to

poor engagement from crowd workers, data collection is performed

with volunteers to ensure that the dialogues are of high quality.

As a result, MG-ShopDial contains 64 conversations with a total

of 2,196 utterances. Upon analyzing MG-ShopDial, we observe a

consistent conversational pattern that involves two or three distinct

phases: first recommendation, then information seeking, and in

some instances, a secondary recommendation. Notably, we find

this pattern to be consistent across diverse scenarios and product

categories.When comparing the goals in terms of associated intents,

there does not appear to be a clear distinctions between search and

QA, but we do observe a difference between those two goals and

recommendation. These observations validate the usefulness of MG-

ShopDial for research on multi-goal conversations.

In summary, the main contributions of this work are fourfold.

First, we propose a protocol to collect realistic multi-goal conversa-

tions in the e-commerce domain. Second, we design and implement

a tool to perform data collection following our protocol. Third,

we collect and release a dataset of English multi-goal conversa-

tions. Finally, we present a concise analysis of the dataset. All

resources developed as part of this study (MG-ShopDial, data col-

lection tool, and annotation details) are made publicly available at:

https://github.com/iai-group/MG-ShopDial.

2 RELATEDWORK

We present previous work on conversational information access,

data collection methodologies, and conversational datasets.

2.1 Conversational Information Access

Conversational information access systems, also referred to as conver-
sational information seeking systems, are defined as agents capable

of satisfying information needs through a conversation involving

a sequence of interactions [46]. Conversational search, QA, and

recommendation are regarded as subdomains of conversational

information access, each with their own specificity. In the past few

years, there has been continuous development on specific subtasks,

such as query rewriting [27, 44], preference elicitation [24, 49], an-

swer rewriting [4, 41], and user intent prediction [10, 36]. Some of

these subtasks are particular to one of the subdomains mentioned

above, like preference elicitation for recommendation and query

rewriting for search. Hence, we notice that most studies focus on a

single subdomain without considering how all these subtasks could

be incorporated into a holistic conversational information access

system. Our work aims to enable progress in that direction.

2.2 Data Collection Methodologies

There are various ways to collect conversational data. One approach

is to get logs from an existing system, as was done, for example, for

the Carnegie Mellon Communicator Corpus [7]. Another way is to

perform user studies focusing on a task, typically using a crowd-

sourcing platform to recruit participants as in [8, 12, 48]. There

are different ways to set up the crowdsourcing task, for example,

Zhou et al. [48] ask crowd workers to edit utterances proposed by a

neural model, while Hayati et al. [19] pair crowd workers to discuss

about movies. The Wizard-of-Oz (WoZ) methodology is a popular

approach to collect human-human dialogues. In this setting, there

is a human intermediary acting as the conversational agent (i.e., the

“wizard”) and another human interacting with it not knowing that

it is a human. Having a human intermediary tackles some practi-

cal limitations of conversational systems, especially regarding the

understanding of natural language and tracking of conversation

state. Still, some limitations remain, such as the dependence on the

task studied (e.g., recommendation of hotels vs. question-answering

about movies) and the tools available to the wizard [40]. To mitigate

this dependence, Radlinski et al. [37] propose a new methodology

derived from WoZ based on the idea of coaching the wizard rather

than suggesting answers. For MG-ShopDial, we follow a similar

approach, which is described in detail in Section 3.

There exist platforms to perform dialogue collection for different

domains and tasks. Miller et al. [30] propose the ParlAI platform

for dialogue research, with question answering and goal-oriented

dialogue among the list of supported tasks, and the possibility to

collect dialogues via Amazon Mechanical Turk. The CoCoA frame-

work offers dialogue collection tools for three tasks (finding mutual

friends, price negotiation, and deal or no deal) [20, 21]. Ogawa et al.

[32] develop a platform based on video games to gamify dialogue

collection. Their platform is presented as an alternative to crowd-

sourcing that has limitations to collect good quality dialogues (e.g.,

workers’ motivation, costs). Notably, none of these tools support

the task studied in this work, i.e., multi-goal conversations. There-

fore, we propose our own dialogue collection application: Coached

Conversation Collector (CCC), which is described in Section 4.

2.3 Conversational Datasets

Conversational information access has received a growing atten-

tion from the information retrieval, dialogue systems, and natural

language processing communities. Thus, there is a large number of

https://github.com/iai-group/MG-ShopDial


Table 1: Comparison of conversational datasets selected. CS: conversational search, CR: conversational recommendation, CQA:

conversational question answering, Meta: meta-communication.

Dataset Language Participants CQA CS CR Meta
†

Domains # conversations

Movie dialogue

datasets [15]

EN ✓ × ✓ ✓ Movies ∼120,000 ... ∼1M

MISC [42] EN Volunteers × ✓ × × Open domain 88

QuAC [12] EN Crowd workers ✓ × × × Open domain 13,594

SQuAD 2.0 [38] EN Crowd workers ✓ × × × Open domain 151,054 (questions)

MultiWoZ [8] EN Crowd workers in a

Wizard-of-Oz set up

× × ✓ × Restaurants, hotels,

attractions, taxis,

trains, hospitals,

police

8,438

ReDial [26] EN Crowd workers × × ✓ ✓ Movies 10,006

CAsT-19 [14] EN Experts × ✓ × × Open domain 80

DoQA [11] EN Crowd workers in a

Wizard-of-Oz set up

✓ × × × Cooking, travel,

movies

2,437

DuRecDial [29] ZH Unclear
‡ ✓ × ✓ ✓ Movies, music, movie

stars, food, restau-

rants, news, weather

10,190

TG-ReDial [48] ZH Crowd workers × × ✓ ✓ Movies 10,000

INSPIRED [19] EN Crowd workers × × ✓ ✓ Movies 1,001

DuRecDial 2.0 [28] EN, ZH Crowd workers ✓ × ✓ ✓ Movies, music, movie

stars, food, restau-

rants, news, weather

16,482

MG-ShopDial EN Volunteers ✓ ✓ ✓ ✓ e-commerce 64

†
Include sections of a conversation which do not contribute to the completion of the goal but to make the conversation fluid and natural.

‡
Each conversation involves 2 persons, a seeker and a recommender, but their qualification is unclear.

conversational datasets available for various tasks and goals [1, 23].
1

These datasets can be classified based on the three conversational

goals identified: QA, search, and recommendation. Note that in the

context of conversational information access, we do not consider

the social chat problem. Therefore, we analyze datasets of task-

oriented and question answering conversations in regards to the

above goals. To the best of our knowledge, none of the existing

datasets contain all three goals. Table 1 compares MG-ShopDial

with a selection of well-established and recent datasets. From the

selection of datasets, only the Movie dialogue datasets [15] con-

tain synthetic conversations. The majority of large human-human

datasets use crowdsourcing [26, 38, 48], with the Wizard-of-Oz

(WoZ) setup employed for some [8, 11]. Conversely, smaller datasets

such as CAsT-19 [14] and MISC [42] are created with volunteers or

experts. Regarding the target domain, we notice that most datasets

for recommendation focus on movies [19, 26, 48], while datasets for

QA and search tend to target more than a single domain [12, 14, 38].

Moreover, few datasets mix conversational goals. It is worth noting

that meta-communication is becoming a valuable characteristic

and is included in most recent datasets. Below, we briefly discuss

about existing datasets mixing goals and motivate the need for the

development of new ones that target multi-goal conversations.

2.3.1 Multi-goal Conversational Datasets. Dodge et al. [15] release
five datasets that aim to test the abilities of end-to-end dialogue sys-

tems. Among these, only two, QA+Recommendation Dataset and

1
List of conversational datasets by Joko et al. [23]: https://t.co/4315joogAk?amp=1

Joint Dataset, contain dialogues that mix goals. Yet, the synthetic

nature of the dialogues make them unrealistic. Liu et al. [29] release

a first dataset mixing conversational goals, which they call dialogue

types. This dataset aims to tackle their newly introduced task: “con-
versational recommendation over multi-type dialogues, where the
bots can proactively and naturally lead a conversation from a non-
recommendation dialogue (e.g., QA) to a recommendation dialogue,
taking into account user’s interests and feedback” [29]. However, the
conversations in this dataset are in Chinese, which limits the scope

of research. To tackle this, Liu et al. [28] propose a second version

of the dataset including data both in Chinese and English. Further-

more, this second version supports multilingual and cross-lingual

conversational recommendation research.

The closest datasets to our problem are [28, 29], but unlike us,

these do not support conversational search. Also, instead of asking

the crowdworker about their actual preferences, they provide a user

profile with information such name, gender, occupation, and pref-

erences. An approach to create a dataset mixing goals is to combine

several datasets focusing on one goal is presented in [15], however,

this approach is not considered in this work for the following rea-

sons. First, it would require to have datasets with conversations in

the e-commerce domain for the different goals. Second, the conver-

sations would need to be altered in order to integrate the new goals,

which would likely lead to a loss of naturalness. This motivates our

work to create a new dataset with natural multi-goal conversations.

https://t.co/4315joogAk?amp=1


Table 2: Checklists for participants.

Shopping assistant Client

(A1) Greetings (C1) Greetings

(A2) Determine client’s need (e.g., What are they looking for? Do

they have any constraints?)

(C2) Inform the retail assistant about what you are looking for

(A3) Ask clarification questions if necessary (C3) Inform the retail assistant about your preferences

(A4) Elicit client’s preferences (C4) Ask factual questions about the recommended items

(A5) Make a first recommendation of 3-4 items that fit client’s

need and preferences

(C5) Ask general questions about the recommended items

(A6) Answer factual questions asked by the user (C6) Based on previous utterances ask the retail assistant to refine

the list of recommended items with new constraints

(A7) Answer general questions asked by the user (C7) Choose an item to buy or express your dissatisfaction with

the recommended items

(A8) Refine the recommendation if the client’s need or preferences

change

(C8) Gracefully end the conversation

(A9) Gracefully end the conversation

3 PROTOCOL

The goal of this paper is to collect multi-goal conversations in

the domain of e-commerce using a coached (human-human) data

collection protocol. For the collection of conversations, we follow

the example of Radlinski et al. [37] by providing general instruc-

tions rather than possible answers to choose from. As in [37], this

method can help to reduce the bias towards to the system, and per-

mit human-level natural language understanding and generation.

However, we customize our approach to a product search scenario,

thereby differing from and extending [37] in several ways:

(1) Instructions are provided to both parties in the conversation: the

shopping assistant and the client. Indeed, due to the complexity

of the task and to ensure the presence of multiple conversational

goals, both clients and assistants need to be coached.

(2) The instructions contain a checklist of actions to complete.

This checklist allows the participants to easily and quickly as-

sess what remains to be done during the conversation. Table 2

presents the checklists for the shopping assistant and client.

To guarantee that the assistant can make a recommendation,

they need to uncover the client’s need and preferences; this is

reflected in actions A3 and A4. Accordingly, the client needs

to disclose this information as indicated in actions C2, C3, and

C6. The client should also be curious and ask different types of

question about the recommended items to explore the search

space and make an informed decision (actions C4 and C5).

(3) The conversation has a time limit in order to help participants

stay focused and minimize digression.

(4) Conversations are collected for selected product categories. In

this work, we select 4 product categories from the Amazon

Product dataset [31]: Sports and Outdoors, Books, Office

Products, and Cell Phones and Accessories. The motivation

behind this choice is that the categories are diverse and include

products from daily life and hobbies.

(5) For each category, different scenarios with specific levels of con-
straints and complexity are developed. Constraints are divided

into 3 levels: low, medium, and high. The low level corresponds

to restriction only on the product, e.g., “You are looking for a
book in the genre of your choice.” For the medium level, another

constraint is added on top of the product, for example a specific

color or budget. Finally, when the scenario includes at least two

constraints in addition to the product to buy, it is classified as a

conversation with high constraints, such as “You are looking for
a pair of red running shoes in size 7 [...] made from recycled mate-
rial.” Moreover, the conversation is considered simple when the

client is only looking for a unique product, while it is seen as

complex if more products are sought, e.g., a client is looking to

buy the necessary equipment to play ice hockey. We refer to the

GitHub repository for the detailed specifications of scenarios.
2

(6) For each category, we provide a curated list of products that
can meet the requirements presented in the different scenarios.

The shopping assistant has access to the list of products to help

them reduce the time needed to generate a response, as too long

waiting time could negatively impact the user experience and

engagement in the conversation. However, they are allowed

to recommend products that are not in the list if they know a

better match to the client’s need.

(7) The participants can send text or image utterances. All con-

temporary e-commerce platforms have images in addition to

the textual descriptions of items, thus, we believe that allowing

image utterances is more realistic than just text.

Regarding (6), we note that the size or composition of the product

list is not a significant factor in this study. Our primary objective is

to gain insight into the structure and evolution of conversational

goals, rather than to optimize product recommendations among the

sea of choices on an e-commerce platform. Consequently, the shop-

ping assistant need not focus on providing the best recommendation

from an extensive list of products, but rather on recommending

items that align with the client’s needs and preferences.

We further note that, different from [37], ours is technically not

a Wizard-of-Oz protocol, as the client is aware that the role of

the shopping assistant is played by another human. This, however,

could be changed by adjusting the instructions given to clients.

2
https://github.com/iai-group/MG-ShopDial/blob/main/CCC/ccc/app/chat/static/

yml/topics.yml
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4 COACHED CONVERSATION COLLECTOR

We design and implement an application, Coached Conversation

Collector (CCC), to facilitate data collection in accordance with

the protocol described in the previous section. The goal of this

application is to match shopping assistants with customers in chat

rooms where conversations take place. In addition, the tool allows

participants to keep track of their progress using their checklists.

CCC is a modular application that can be adapted to other use cases,

by changing the instructions or modifying the chat room interface.

Below, we describe the main components of CCC (Section 4.1),

followed by implementation details (Section 4.2).

4.1 Components

The application is divided into three main components: lobby, chat

rooms, and administrator page. To access the application, users

need to register first and specify their assigned role, i.e., shopping

assistant or client. Shopping assistants also need to specify which

categories they are interested in, the first time they log in.

4.1.1 Lobby. After logging in, participants are redirected to the

lobby. There, they can see the chat rooms available (see the “Lobby”

mocks in Figure 1). On the one hand, a shopping assistant only sees

their chat rooms that correspond to the categories they selected.

For example, if a shopping assistant is interested in Sports and

Outdoors, then a room for this category is created and is made

available. On the other hand, the client sees a list of all rooms with

a color indicating their availability: an occupied room appears in

red, while a free room is displayed in green.

4.1.2 Chat room. The interface in a chat room is divided into

several elements and differs depending on the role of the participant.

The client interface has, on top, a timer displaying the remaining

time of the conversation. Below, the main panel is divided into two

vertical blocks: the ongoing conversation is displayed on the left,

while the instructions related to the task are shown on the right

(see “Chat room - Client” in Figure 1). In addition to the above

elements, the shopping assistant interface also includes a product

list and access to a search engine (see “Chat room - Shopping

assistant” in Figure 1). The product list is comprised of curated

products with descriptions and pictures. Moreover, the shopping

assistant can search a large web corpus on the paragraph level to

answer information needs that they cannot answer with product

information or from their own knowledge. This last element can

be used to collect the search logs related to a conversation for

further analysis. The advantage of this interface is its modular

aspect. Indeed, the study leader can decide which elements of the

interface are needed and can remove the unnecessary ones. For

example, the instructions for each participant are defined in aHTML

file that is easily editable.

4.1.3 Administrator page. The application also has a password

protected page where the administrator can see the active users

and the chat rooms opened, and access the recorded conversations.

In the future, we plan to extend the administration interface with

aggregate statistics over the collected conversations (e.g., average

number of turn per conversation, number of conversations per

categories).

Figure 1: Mock of the Coached Conversation Collector appli-

cation, showing the different interfaces per roles.

4.2 Implementation

CCC is implemented in Python, based on the Flask framework
3
as

webserver and using Redis
4
as a message broker and database. For

this work, we index the TREC CAsT 2022 corpora
5
(MS MARCO

V2 dataset [5], KILT Wikipedia [35], TREC Washington Post 2020
6
)

for the internal web search engine. The product lists associated

to each product category are curated manually from real products

available on Amazon.
7
Regarding chat messages, participants can

send utterances in different modalities: text or image via its URL. For

each conversation, CCC stores the following metadata, in addition

to the timestamped utterances: participants’ checklists, search logs,

and scenario information.

5 DATA COLLECTION

This section presents the data collection procedure (Section 5.1) and

the participants involved (Section 5.2), followed by the annotation

of conversations in terms of intent and goal (Section 5.3). Finally,

we give a brief summary of the MG-ShopDial dataset (Section 5.4).

3
https://flask.palletsprojects.com/en/2.2.x/

4
https://redis.io

5
https://github.com/daltonj/treccastweb

6
https://trec.nist.gov/data/wapost/

7
https://www.amazon.com

https://github.com/daltonj/treccastweb
https://trec.nist.gov/data/wapost/
https://www.amazon.com


5.1 Procedure

The data was collected over the course of several sessions. The ses-

sions were conducted in English, using two formats: in-person with

approximately ten participants per session, and remote with a one-

on-one format. At the beginning of each session, the study leader

provided an introduction to the task and presented the instructions.

The shopping assistant can choose which category they are in-

terested in (based on their familiarity with the topic) and join the

associated chat room. Once the shopping assistant is in the room,

the client can join as well. After joining the chat room, the shop-

ping assistant and the client can read and follow the instructions

(i.e., description of the task and actions checklist) associated with

the task. It is important to note that the shopping assistant does

not know beforehand what product the client is looking for, only

the product category. This is by design to encourage them to ask

questions to uncover the client’s need.

The duration of the conversation takes into consideration the

time needed to carefully read the instructions, the latency to get

a reply, and the complexity of the task. Several experiments were

conducted with different duration before settling on 17 minutes as

the limit. We tried 13 and 15 minutes, but found those too short, as

participants barely had the time to start the information seeking

process. A duration set to 20 minutes, however, was slightly too

long as participants finished sooner or diverged from the initial

scenario. During the conversation, all utterances were stored as

well as the search logs from the shopping assistant. It is possible

that some conversations contain incorrect information, especially

from the shopping assistant (e.g., wrong price, bargain campaigns),

however it is not an issue for this work, since our interests lie in the

discovery of conversational patterns in multi-goal conversations.

5.2 Participants

Initially, our plan was to conduct the data collection on a crowd-

sourcing platform. However, we experienced poor engagement

from crowd workers. For example, some participants left the chat

room because they did not get answers quickly enough. Others

replied only with very short utterances that did not satisfy the re-

quirements. Also, some workers did not follow the instructions and

were chatting on unrelated topics. Therefore, we decided to perform

data collection on a smaller scale with the help of volunteers, who

were trained to perform the task, in order to collect better quality

conversations.

In total, 21 volunteers participated in the data collection. Their

recruitment was performed by the authors in their social and pro-

fessional circles through word-of-mouth promotion. The data col-

lection happened in several sessions, therefore some volunteers

played both roles (i.e., shopping assistant and client). The choice

of product categories for the participants playing the shopping

assistant is based on their self-assessment of their knowledge about

these categories. After the data collection, participants were asked

to complete an anonymous demographic survey to determine their

general characteristics. Four dimensions are considered in the form:

(1) gender, (2) age, (3) education, (4) and the geographical origin of

the participant’s mother tongue. Table 3 presents an overview by

dimension of the 17 answers collected. Seven females and ten males

participated, with the majority being between 25 and 35 years old.

Table 3: Overview of census responses.

Dimension Responses

Gender

Female 41.2%

Male 58.8%

Age

25-35 76.5%

Over 35 23.5%

Education

MSc 47.1%

PhD 47.1%

Other 5.9%

Geographical continent

of mother tongue

Africa 5.9%

Asia 41.2%

Europe 47.1%

North America 5.9%

The answers show that the linguistic background of the volunteers

is diverse: they are from four different continents, although Europe

and Asia are predominant. We hypothesize that this diversity can

be reflected in the conversations, in their way of using English.

5.3 Conversation Annotation

In order to gain insights into the evolution of conversational goals

along with the structure of the conversation, we annotate all ut-

terances in terms of intents and goals. For intent classification,

we develop a schema based on previous work [3, 9, 34]. For con-

versational goals, we use the three goals (QA, search, and recom-

mendation), plus a fourth category for meta-communication. The

schemata for intent and goal annotations are presented in Table 4.

The advantage of these schemata are that they are generic and

domain independent.

5.3.1 Intents. The intent schema is based on a selection of com-

munication functions from the international standard ISO 24617-2;

these are domain independent and can help understand the par-

ticipant’s communicative behavior [9]. Similarly to Papenmeier

et al. [34], we use only a limited number of generic intents from

ISO 24617-2, as we do not know beforehand which intents will

be present in the conversations. However, unlike them, we have

several intents for inform, answer, and explain, as well as for the

different types of questions such as clarification and preference

elicitation [3]. In total, we select 12 diverse intents to characterize

conversational patterns in the multi-goal conversations collected.

Indeed, some of these intents relate to the revealment of informa-

tion by the client or the shopping assistant (e.g., inform, explain),

while others such as positive and negative feedback represent the

participants’ sentiments.

To validate the intent schema, we compute the inter-annotator

agreement between two experts annotators who perform intent

annotation on three conversations. As a multi-annotator agreement

measure of a multi-label task, we compute the Fleiss’ kappa metric

^ [16] per intent that we average to get a global inter-annotator

agreement, as in [8]. The agreement between the expert annotators

is considered substantial (̂ =0.633) [25], which provides validation.

Intent annotation is carried out by crowd workers; for each

conversation, five workers annotate every utterance and the intents

selected by at least two annotators are kept. On the annotation user

interface, the worker is shown an example along with the intent

description table. Then, the conversation to annotate is displayed

in a tabular form: the first column lists the utterances, the second



Table 4: Schemata for intent (top) and goal annotation (bottom).

Intent Description

Greetings Indicates the beginning or end of the conversation

Interaction structuring Utterances that make the conversation structured and natural (e.g., thanking, stalling)

Disclose The client discloses information about what they are looking for

Clarification question The agent asks a question to make sure it understands correctly a previous statement

Other question Asks a question that is not a clarification question (e.g., factoid, follow-up questions)

Elicit preferences The agent asks a question to find the client’s preferences (e.g., the color of an item, the budget)

Recommend The agent recommends one or several items to the client

Answer A participant gives an answer to the other participant’s information request

Explain Provides an explanation to a previous statement (e.g., justifies suggestion or rejection of an item)

Positive feedback Expresses positive feedback (e.g., confirmation, accept a recommendation)

Negative feedback Expresses negative feedback (e.g., disagreement, rejection of a recommendation)

Other Does not fit other labels

Conversational goal Description

Search The client wants to find more information on a product or specific topic. The agent answers the client’s

request for information. This can take form of casual (why/how), unanswerable, or complex questions that

require multiple interactions (e.g., follow-up, sub-questions) and their answers.

Recommendation The agent elicits the client’s preferences. The agent makes a recommendation based on the client’s need and

preferences. The client discloses what they are looking for or their preferences intentionally or as answer to

the agent’s questions.

Question answering (QA) A participant asks a factoid (what/when/who/where), confirmation (yes/no), or listing question about a

product or specific topic. The other participant replies with a fact-based and short answer.

Meta-communication Makes the conversation fluid and natural but is not necessary to complete the goal of the conversation (i.e.,

chit-chat).

Table 5: Inter-annotator agreement and proportion of utter-

ances per intent. Utterances can have multiple intent labels.

Intent Fleiss Kappa % utterances

Greetings 0.434 14.3

Interaction structuring 0.118 22.4

Disclose 0.132 12.8

Clarification question 0.159 23.4

Other question 0.233 20.9

Elicit preferences 0.085 11.2

Recommend 0.176 14.3

Answer 0.220 33.7

Explain 0.153 22.7

Positive feedback 0.155 16.5

Negative Feedback 0.259 2.7

Other 0.111 3.3

Weighted average 0.187

shows the possible intents as checkboxes, and the last column

has a text field where the annotator can optionally justify their

choice.
8
Table 5 shows that the inter-annotator agreement is lower

between crowdworkers (̂ =0.187) than between experts. This can be

explained by several factors, including the complexity of linguistic

annotation tasks, and the number of annotators and labels [2].

5.3.2 Goals. Recall that we distinguish between three conversa-

tional goals: QA, search, and recommendation. The delineation be-

tween the three conversational goals can be blurry, especially for

8
A screenshot of the annotation user interface is included in our GitHub repository.

QA and search [46]. In the e-commerce context, we can easily imag-

ine a conversation mixing these goals. For example, when looking

for a book, one might ask more or less complex questions to a shop-

ping assistant about the author or literary movement of a suggested

book. Furthermore, we add meta-communication to this schema.

Indeed, some utterances might not contribute to the completion

of one of the three previous goals but structure the conversation

and make it fluid. Our motivation for annotating conversations

with these goals is to observe whether some patterns emerge. For

this annotation task, we provide a detailed description for each

goal in Table 4. The description of recommendation is based on the

definitions in [17, 22]; we emphasize on the preference elicitation

element and the suggestion of products. The distinction between

QA and search is based on the type of question a participant can

ask during the conversation [45, 46]. In this work, we consider QA

questions to be short and factual, hence we look for the following

types of questions: (1) factoid, commonly starting with interroga-

tive words like what, when, where, and who (e.g., “What is the price

of this book?”); (2) confirmation (e.g., “Do you have it in blue?”); and

(3) listing (e.g., “Can you give me the specifications of this phone?”).

For search, we have: (1) casual questions usually starting by why

or how (e.g., “How are these shoes environmentally friendly?”);

(2) unanswerable questions; and (3) complex questions that require

multiple interactions and can involve follow-up and subsequent

questions (e.g., “What is the biggest difference between a beginner

and a professional racquet? [...] Is there any difference in the string,

like tension or wire thickness?”).

Goal annotation is done for every conversation by the first author

of this paper. A test sample with 25% of the conversations is also
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Figure 2: Goal evolution for conversations about Cell Phones and Accessories (top) and Office Products (bottom).

Table 6: Breakdown of MG-ShopDial per category.

Category #conversations #utterances

Books 14 482

Office Products 14 458

Sports and Outdoors 17 697

Cell Phones and Accessories 19 559

Total 64 2,196

annotated by two crowd workers in order to ensure the clarity

of the characterization of the goals. The crowdsourcing task is

similar to the one for intent annotation, that is, an example is

shown before starting the task, then the conversation is presented.

However, instead of choosing one or multiple intents from a list,

the crowd worker has to pick a single conversational goal. We

compute the Fleiss’ kappa metric ^ [16] to assess the agreement

between the annotators. Despite the complexity and subjectivity

of this annotation task, the inter-annotator agreement is moderate

(̂ =0.415) [25], which provides validation for our schema.

5.4 Dataset Summary

The data collection procedure described above resulted in the cre-

ation of the MG-ShopDial collection, which contains a total of 64

conversations, comprising 2,196 utterances. The number of conver-

sations within each product category are reported in Table 6. In

general, we observe that the number of conversation per category is

almost balanced. The complexity of the task is reflected by the num-

ber of utterances in a conversation: 75% of the conversations have

at least 23 utterances. On average, conversations have 34.3±14.9
utterances that are each 7.5±6.2 words long.

We observe that some conversations did not reach the end, i.e.,

the selection of one or several products to buy. We hypothesize that

some clients were more difficult to satisfy than others, requiring

more utterances to understand their needs and elicit their prefer-

ences. However, the conversation is kept if it contains multiple

goals. Furthermore, we notice that some conversations contain

typos, grammatical errors, and emojis—these characteristics em-

phasize the naturalness of MG-ShopDial. The conversations do not

include personal information; if names were mentioned, they have

been anonymized.

6 ANALYSIS

We analyze the MG-ShopDial dataset with a focus on the evolution

of conversational goals (Section 6.1) and the characterization of

goals in terms of intents (Section 6.2).

6.1 Evolution of Conversational Goals

To identify conversational patterns, we study the evolution of con-

versational goals per category and scenario complexity. We make

the following main observations across the different categories:

• The difference in conversation length between the simple and

complex scenarios is small, even though one could reasonably

expect that finding multiple items would require more turns.

• The goal distributions are similar, despite different scenario

complexities.

• A common trend for all conversation is to start with recom-
mendation followed by either search or QA, while having some

meta-communication all along. More specifically, the first part

of the conversation focuses on uncovering the client’s needs

and preferences to recommend some products. The second part

mostly consists of product-related information seeking. In some

cases, we observe a second peak in recommendation after the in-
formation seeking process, which might indicate that the client

is not satisfied with the products and asks for other options.



Figure 3: Intent distribution per conversational goal on a MG-ShopDial sample.

Figure 2 illustrates these observations by displaying the distribution

of goals over the course of the conversation for Cell Phones and

Accessories and Office Products, under simple and complex

scenarios. The figure also shows the only exception to the main

observations: simple scenarios for Office Products. There, the

conversation length increases significantly for complex scenarios,

and the goal distributions slightly deviate from the common trend.

Indeed, the distributions are more balanced, yet we can still observe

a decreasing probability for recommendation and the opposite for

QA as the conversation progresses. Further, we note that search is

present almost uniformly for most of the duration of the conver-

sation. This might indicate that participants found this category

more conducive to searching.

The different observations are consistent with some of the find-

ings on product search by Papenmeier et al. [34]. Specifically, the

almost uniform distribution of meta-communication illustrates the

need of supporting interaction structuring (e.g., stalling, thanking).

Further, the prevalence of recommendation over the first 10-15 utter-
ances supports the idea of strategically uncovering and narrowing

the client’s needs and preferences.

6.2 Intent-based Characterization of Goals

Figure 3 shows the intent distribution per goal on a sample of con-

versations annotated with goals and intents by the main author (to

ensure consistency and reduce potential noise from crowd anno-

tations). For QA and search, Answer and Other question represent

around 75% of the intents present, which is consistent with the idea

of asking questions to get more information on products. Also, the

Recommend intent is not present at all for these goals. As it can be

expected for recommendation, the intents Recommend and Disclose
represent the majority of the annotations (46.9%), followed by In-
teraction structuring (11.3%) and Preference elicitation (9.6%). These

observations are in accord with the ambiguity around the different

conversational goals, esp. with regards to QA and search. Indeed,
recommendation can be easily distinguished from QA and search
based on the intent distributions, while the distinction between the

latter two is far less obvious. An idea for future work is to refine

the Other question and Answer intents to see whether that would

yield a better differentiation between QA and search.

7 CONCLUSION

In this work, we have introduced the MG-ShopDial dataset, along

with the resources used to create it. Specifically, we have proposed

a coached human-human protocol that emphasizes on guiding

participants with the help of checklists instead of giving them a rigid

script, and have developed the Coached Conversation Collector

tool to perform the data collection following this protocol. The

collected data has been annotated on the utterance level with both

intents and conversational goals. Upon analyzing MG-ShopDial,

we have observed a consistent conversational pattern that typically

involved two or three distinct phases: initially, a recommendation

is made, followed by information seeking, and in some instances,

a secondary recommendation. We have also noticed that meta-

communication is used throughout the conversation to keep it

natural and to help transition between the different goals. Finally,

the characterization of conversational goals in terms of intents has

shown a clear distinction between recommendation and search/QA,
but not so much between the latter two.

To the best of our knowledge, MG-ShopDial is the first dataset

that mixes multiple conversational goals in a natural manner by

situating participants in an e-commerce scenario. As such, it allows

the development of conversational agents that support multiple

goals. Nonetheless, the dataset is too small in size to train agents in

an end-to-end manner. One solution would be to collect more data

using our protocol and tool. However, creating a large collection

with the same quality standards as ours is likely to be very time

consuming and expensive. Another use of the dataset could be

for few-shot learning with newer large language models, such as

GPT-4 [33]. Alternatively, one could employ user simulation [6];

the collection is large enough to learn the parameters of models

that can effectively characterize different scenarios.
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