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ABSTRACT
Knowledge graph question answering (KGQA) facilitates informa-
tion access by leveraging structured data without requiring formal
query language expertise from the user. Instead, users can express
their information needs by simply asking their questions in natural
language (NL). Datasets used to train KGQA models that would
provide such a service are expensive to construct, both in terms of
expert and crowdsourced labor. Typically, crowdsourced labor is
used to improve template-based pseudo-natural questions gener-
ated from formal queries. However, the resulting datasets often fall
short of representing genuinely natural and uent language. In the
present work, we investigate ways to characterize and remedy these
shortcomings. We create the IQN-KGQA test collection by sampling
questions from existing KGQA datasets and evaluating them with
regards to ve dierent aspects of naturalness. Then, the questions
are rewritten to improve their uency. Finally, the performance of
existing KGQA models is compared on the original and rewritten
versions of the NL questions. We nd that some KGQA systems fare
worse when presented with more realistic formulations of NL ques-
tions. The IQN-KGQA test collection is a resource to help evaluate
KGQA systems in a more realistic setting. The construction of this
test collection also sheds light on the challenges of constructing
large-scale KGQA datasets with genuinely NL questions.
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• Information systems → Question answering; Test collec-
tions.
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Table 1: Example questions, each rewritten by crowd work-
ers as a more natural way to express the original question.

Original question Rewritten question
(DBNQA [12]) (IQN-KGQA [this paper])

List the territory of romanian
war of independence ?

What territory was involved in
the Romanian War of Indepen-
dence?

Name the nearest city to la la-
guna lake ?

What is the nearest city to La
Laguna Lake?

What is the government type
of wallis and futuna ?

What type of government does
Wallis and Futuna have?

What is the origin of faber-
rebe?

What is the origin of the faber-
rebe grape?

What is the total number
of writers whose singles are
recorded in ferndale?

How many writers had singles
recorded in Ferndale?

1 INTRODUCTION
Knowledge Graph Question Answering (KGQA) is an approach to
answering users’ questions that both harnesses structured data in
the form of knowledge graphs (KGs) and also allows the user to
articulate their information need in natural language (NL). Training
machine learning models for KGQA requires large-scale datasets
specic to the KGQA task. Most commonly, such datasets consist of
instances that each comprises a formal query (also known as logic
form) and a corresponding NL question [15].

In order to construct large KGQA datasets, the work is typi-
cally divided into expert and non-expert subtasks which are then
assigned to dierent people. This makes sense economically, but
the resulting dataset may have qualitative shortcomings as a re-
sult. The formal query is typically constructed by experts or gen-
erated synthetically, while the NL questions are typically added
by crowdsourced labor tasked with paraphrasing some generated
pseudo-natural form of the corresponding formal query [30]. The
NL question is thus typically not formulated by the same person
who devised the formal query. Critically, this decouples the intent
of the formal query from the NL question meant to express that
intent. In addition, in large-scale dataset construction, the data is
often back-generated from formal queries, that is, the formal query
is generated based on available data, and the corresponding NL
question is created afterwards. An individual working with a KG for
practical reasons would rst develop an information need, which
may or may not be rst expressed as an NL question, and only then
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construct a formal query to represent that information need. The
crowd worker is also not guaranteed to be completely uent in
the specic language that is used in the dataset being constructed.
Furthermore, even so-called open-domain KGQA typically consists
of questions in a variety of specic domains. If the crowd worker
is unfamiliar with this domain, they may not be able to apply the
appropriate wording for the underlying domain and categories. We
therefore hypothesize that this approach to KGQA dataset construc-
tion does not ensure genuinely natural NL questions.

In Table 1 we have listed three example questions sampled from
existing KGQA datasets, each in their original form and in a rewrit-
ten form, generated by additional rounds of crowdsourced para-
phrasing and quality control. These are all examples where a KGQA
model trained on the original dataset performed perfectly on the
original question, but completely failed on the rewritten question.
This illustrates that some KGQA systems trained on less natural NL
questions are not able to address a more naturally phrased version
of the same question.

From a machine learning perspective, it is unsurprising that test
data from a dierent distribution than training datamay be challeng-
ing. However, as the rewritten questions in Table 1 illustrate, the
KGQA models are failing on more naturally articulated questions.
This calls into question whether KGQA models are really learning
to perform their nominal task. We investigate how NL questions in
KGQA datasets can be considered unnatural, and develop a coding
scheme for dimensions of unnaturalness. We determine ve dimen-
sions of unnaturalness in NL questions: grammar, form, meaning,
answerability, and factuality.

Next, we use our coding scheme in a crowdsourcing context to
characterize original NL questions and collect rewritten forms of
these NL questions, which are included in our test collection, IQN-
KGQA. We sample 250 NL questions from each of three benchmark
KGQA datasets: DBNQA [12], LC-QuAD v2.0 [9], and GrailQA [11].

To develop truly eective KGQA systems requires an appreci-
ation of how well these systems fare against realistic questions
formulated in genuinely natural language. We apply KGQA mod-
els to the original and rewritten questions and see how improved
naturalness challenges existing systems. We nd that performance
drops up to 78% when KGQA models are challenged with the set of
rewritten questions.

The novel contributions of this work include:

• A novel coding scheme to characterize to what extent nomi-
nal natural language questions in KGQA datasets actually
constitute natural language.

• Experimental designs for measuring question naturalness (to
ag questions that are unnatural) and improving question
uency and composition using crowdsourcing.

• A novel test collection, IQN-KGQA, consisting of 3x250 ques-
tions sampled from 3 prominent KGQA datasets, made pub-
licly available at https://github.com/iai-group/IQN-KGQA.
The sampled questions are rated on naturalness along 5 di-
mensions by at least 3 crowd workers each, and rewritten
for greater naturalness where possible.

• A comparison of existing KGQA models on original and
rewritten questions.

2 RELATEDWORK
The eld of KGQA is in many ways dened by the datasets used to
train and test systems. In the following, we describe some salient
milestone KGQA datasets and their manner of construction. Previ-
ous work [7, 15, 19, 31] has surveyed the eld of KGQA, which we
draw on in our present summary. The KGQA datasets are grounded
in one or more of the three most common open-domain knowledge
graphs (KGs): Freebase, DBpedia, and Wikidata. We note that the
overall trend in KGQA dataset construction has been towards more
complex formal queries as well as larger datasets. For each dataset,
we defer to the respective papers’ stance as to whether the dataset
should be considered to contain complex formal queries.

Cai and Yates [6] create the dataset Free917 by asking two native
English speakers to ask questions in multiple domains, and then
annotating these questions with formal queries.

Berant et al. [4] construct the dataset WebQuestions, consisting
of 5810 instances with only NL questions and answers, but no for-
mal queries. The dataset is constructed by generating single-entity
questions with the Google Suggest API, and then crowdsourcing
answers based only on the Freebase page of the entity in a given
NL question. Question-answer pairs are kept as instances when at
least two crowd workers agree on an answer.

Bordes et al. [5] create the large dataset SimpleQuestions, con-
sisting only of NL questions that can be answered by a single fact
(SPO-triple) in the KG, and the corresponding fact. The dataset is
constructed by shortlisting a set of facts, and then having English-
speaking annotators generate NL questions mentioning the subject
and predicate of the fact, such that the answer would be the object.

Bao et al. [3] construct the dataset ComplexQuestions consisting
of question-answer pairs by mining a search query log for search
queries with overlapping terms as in WebQuestions and Simple-
Questions, and then categorize the search queries according to
some rules to identify multi-constraint questions. The questions
are manually annotated with answers. Additional question-answer
pairs are taken directly from pre-existing datasets.

Su et al. [24] construct the dataset GraphQuestions—where each
instance includes NL question, formal query, and ground truth
answer—by rst generating query graphs, and then converting
these to NL questions via crowdsourcing. The ground truth answer
is retrieved by converting the query graph to a formal query and
executing it. This approach to crowdsourcing for KGQA datasets
has been referred to as the Overnight method [24].

Yih et al. [32] construct the dataset WebQuestionsSP by hav-
ing experts annotate instances in WebQuestions [4] with SPARQL
queries where feasible.

Talmor and Berant [25] construct the dataset ComplexWebQues-
tions by programmatically generating more complex formal queries
from WebQuestionsSP, then generating pseudo-NL questions for
crowd workers to improve into NL questions.

The QALD series (1–9) [17] consists of small datasets of questions
generated by students and formal queries hand-crafted by experts.

Trivedi et al. [26] construct the dataset LC-QuAD v1.0, which
consists of NL questions and formal queries. First query graph tem-
plates are combined with whitelisted (non-metadata) entities and
predicates to instantiate specic formal queries, then pseudo-NL
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Table 2: Overview of KGQA datasets. Those marked with † are considered in our study.

Dataset KG Size Crowdsourcing

Free917 [6] Freebase 917 Unclear
WebQuestions [4] Freebase 5,810 Yes
SimpleQuestions [5] Freebase 108,442 Unclear
ComplexQuestions [3] Freebase 2,100 No
GraphQuestions [24] Freebase 5,166 Yes
WebQuestionsSP [32] Freebase 4,737 No
ComplexWebQuestions [25] Freebase 34,689 Yes
QALD series (1–9) [17, 27] DBpedia ∼50-500 each No
LC-QuAD v1.0 [26] DBpedia 5,000 No
DBNQA [12]† DBpedia 894,499 No
LC-QuAD v2.0 [9]† DBpedia, Wikidata 30,000 Yes
CFQ [14] Freebase 239,357 No
GrailQA [11]† Freebase 64,331 Yes
KQA Pro [21] Wikidata 117,970 Yes

questions are generated from the formal queries, which are cor-
rected or paraphrased in two rounds with independent annotators.

Hartmann et al. [12] construct the dataset DBNQA, consisting of
NL questions and formal queries, from the LC-QuAD v1.0 [26] and
QALD-7-train [27] datasets. The extant datasets are taken as the
basis to extract templates for both formal queries and NL questions,
and those templates are then instantiated with dierent entity and
predicate bindings. DBNQA* [16] partitions DBNQA [12] into train-
ing, validation, and test splits based on the underlying templates,
avoiding leakage of information between training and test splits.
The instances are identical to DBNQA, and so we use DBNQA* in
our experiments.

Dubey et al. [9] construct the dataset LC-QuAD v2.0, extending
the workow established by Trivedi et al. [26] by crowdsourcing
the paraphrasing of generated pseudo-NL questions into improved
NL questions. This also includes several rounds of crowd workers
generating further paraphrasing of NL questions and performing
quality control on others’ annotations.

Keysers et al. [14] construct the dataset CFQ, with instances
comprising formal queries and and NL questions, in a completely
rules-based manner.

Gu et al. [11] construct the dataset GrailQA following the Over-
night [24] approach of generating formal queries and pseudo-NL
questions, and then using crowdsourcing to paraphrase pseudo-NL
questions into NL questions, and nally using crowd workers to
cross-validate the paraphrases of their colleagues.

Shi et al. [21] construct the dataset KQA Pro in a similar man-
ner as Gu et al. [11], including the use of crowdsourced labor for
paraphrasing pseudo-NL questions and cross-validation.

From these examples of KGQA dataset construction, summarized
in Table 2, we see that crowdsourcing is commonly used with the
intent of paraphrasing pseudo-NL questions into more genuine NL
questions.

3 PRELIMINARY ANALYSIS
Larger KGQA datasets typically rely on crowdsourcing for gener-
ating NL questions from synthetically generated formal queries.
We hypothesize that scaling up a KGQA dataset by relying heavily
on these two distinct modes comes at the expense of NL question
quality, and that the original NL questions may not always be gen-
uinely natural NL questions. To investigate unnaturalness in the
NL questions of existing KGQA datasets, we begin by testing that
hypothesis on a small sample of instances using expert annotators.

We select three KGQA datasets to sample NL questions from.
We choose KGQA datasets that are recent, large, have complex
questions and formal queries. We also choose the datasets so that
all of the most common KGs are represented in the formal query
bindings. Specically, we consider the datasets DBNQA∗ [16], LC-
QuAD v2.0 [9], and GrailQA [11]. We then randomly sample 25
NL questions from each of these datasets. Specically, the 25 NL
questions are respectively sampled from the entire DBNQA∗ dataset,
and from the train splits of LC-QuAD v2.0 and GrailQA.

Following the approaches of Arguello et al. [1] and Jørgensen
and Bogers [13], we perform an open coding pass to collect impres-
sions on how the NL questions fall short of being “natural.” Three
academic researchers are presented each NL question and asked
to (i) judge whether or not the question is natural, (ii) produce a
(more) natural paraphrase of the question, and (iii) comment on
the NL question and suggest any tags or categories regarding “why
and how the question is or is not natural.” The rst author then
collates the responses, and the comments and categories are har-
monized into a consistent coding scheme of tags by the rst author.
Both authors review the extracted tags and discuss common themes
across tags. The tags are then organized into the ve dimensions
of unnaturalness illustrated along with NL question examples in
Table 3. We note that the examples in the Table may exhibit more
than one of the properties the exemplify a given tag or dimension
of unnaturalness.



Table 3: Dimensions of question unnaturalness

Dimension Tag Example

Grammar Grammatical errors Which is {godmother} of {Camillo Benso di Cavour}, whose {craft} is {politician}
?

Poor ow/word ordering Who lives in Anita Bryant whose arrondissement is Pittsburg County?
Non-idiomatic What is character role of Turandot ?

Form Quizlike astronaut gerhard thiele is associated with which space agency?
Imperative nd beaufort wind force whose wave height is 0.1
Inconcise Which is the regression analysis that is used by the logistic regression analysis

and contains the word logistic in it’s name?

Meaning Inconsistent domains/categories Was 6063 jason invented in eugene merle shoemaker
Overly specic Which university attended by arturo macapagal was also the alma mater of

hector tarrazona ?
Redundant constraint What is the death place of the étienne pélabon and is the birthplace of the

abeille de perrin?

Answerability Under-constrained which organism was born on 1926-06?
Nonsense/Unintelligible what routed drug that a marketed formulation that has a reference form of

neurontin 250 solution?

Factuality Two questions Who was married to Faye Dunaway and when did it end?
Descriptive answer expected What is a crescent?

4 DATA ANNOTATION
Having dened codes to characterize question unnaturalness in
KGQA datasets, we next design a protocol for larger-scale data
labeling using a two-step crowdsourcing pipeline. Crowd workers
are rst asked to annotate and paraphrase the sampled NL questions.
Then, in a separate task, a dierent set of workers is employed to
select the best version of a question from a set, including the original
formulations as well as rewritten questions from the rst task.

We sample a new set of NL questions, this time 250 NL questions
from each of the three datasets. Specically, we randomly sample
the NL questions from the test split of DBNQA∗ and LC-QuAD
v2.0, but from the validation split of GrailQA, since for the latter,
the public test split does not include ground truth answers. The
resulting test collection is termed IQN-KGQA and is summarized
in Table 4.

4.1 Crowdsourcing: Platform and Workers
Our data annotation was conducted on the Amazon Mechanical
Turk platform. For both tasks, workers were required to have a HIT
approval rate of 98% with more than 1000 approvals. The payments
were set to USD $0.30 and $0.15, respectively, based on the estimated
eort demanded for each task.

Crowd workers were not required to have domain knowledge,
based on the ndings of Dubey et al. [9]. Since only open-domain
KGQA datasets are used in the present work, the annotation tasks
are designed to rely on common sense and English language knowl-
edge primarily. For example, the prompt for the Likert scale “an-
swerablility” is the question “Would you be able to answer this
question with the help of a search engine or Wikipedia?” In other
words, the data annotation relies on metacognition with respect to

Table 4: Summary of the IQN-KGQA collection.

Subset Split #Questions #Rewritten

DBNQA∗ test 250 180
LC-QuAD v2.0 test 250 150
GrailQA validation 250 211

Total 750 541

an NL question rather than actually nding some answer. Identify-
ing crowd workers with comparable levels of expertise in specic
domains prior to data annotation would present a major additional
cost. Also, those workers would not necessarily be representative
of the general user population whose information needs KGQA
datasets aim to capture.

4.2 Task 1: Annotate and Rewrite
In the rst task, the crowd workers are given one of the sampled NL
questions (the target question) and are asked to rate the question in
terms of the ve dimensions of unnaturalness. For each dimension,
the question is rated on a Likert scale. Next, the crowd workers
are asked to rewrite the question, to “write a better, more natural
and correct version” of the question. Finally, the crowd workers are
asked to indicate if they rewrote the question, and if not what the
reason was, including a free text eld to elaborate on any “other”
reason for not rewriting. The complete form and instructions are
provided in the GitHub repository accompanying this paper.

The responses from crowd workers are then quality controlled,
and responses which overtly demonstrate a lack of genuine eort
are entirely removed. Criteria for this exclusion include indicating
that a question was rewritten but providing no paraphrase, writing
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Figure 1: Likert scale rating results on all NL questions (Top), on questions which were rewritten (Second row), on questions
which were not rewritten because the original question was “already perfect” (Middle), on questions which were “unclear”
(Fourth row), and on questions which were not rewritten for another reason (Bottom), broken down per dataset (columns).



a short comment like “good” instead of a question, or else copy-
pasting parts of the instructions into the rewrite eld.

Whenever crowdsourced responses are excluded, additional re-
sponses are requested, so that every sampled NL question is anno-
tated (and potentially rewritten) with acceptable responses by at
least three dierent crowd workers.

The results of the Likert scale ratings are shown in Fig. 1. The
scales are oriented so that the farther to the right the scale lies, the
more natural the questions are considered by the crowd workers.
The dierences between the rows are intuitive since the rows group
the responses in terms of the reason given for whether the original
question has been rewritten or not. Specically, the middle row
reects responses where the crowd worker deems the original
question to be “already perfect” and hence abstains from rewriting
the question. This is also the row with the highest ratings over all
ve Likert scales.

The bottom two rows also show a consistency between the Likert
scale ratings and the reason givenwhy the original questionwas not
rewritten. However, here the ratings are mostly negative compared
to the distribution over all responses. The bottom two rows’ ratings
are also negative compared to the second and middle rows from the
top, which reect the original question having been rewritten or
being “already perfect.” One interesting exception is that the Likert
scale “factuality” is rated highly even in the bottom two rows of
Fig. 1. It is possible that the distinction was not made clear to the
crowd workers between whether a question indicates a very terse
and factual answer or a longer, more descriptive one. Alternatively,
it may be possible for a question to clearly indicate that its proper
answer is factual, but that what is asked is so unclear that the
question cannot be improved.

Overall, the consistency of ratings across the ve Likert scales
over the 750 sampled NL questions as rated in the approved crowd-
sourced responses is calculated as Cronbach’s 𝛼 = 0.707, which is
designated as “acceptable.”

4.3 Task 2: Validate and Vote
We then use the rewritten questions from the previous task to
establish which version of an NL question is the better formulation.
For every original question where at least one rewrite was provided
by crowd workers in Task 1, we take the original question and up
to three rewrites, shue the order, and ask a dierent set of crowd
workers to choose which version of the question is the best way
of asking. See the GitHub repository for the specic instructions
given to crowd workers.

For this task, since the response type is very simple and if less
than three rewritten questions were generated there is always
at least one non-option which the crowd worker technically can
choose, quality control consists of removing responses from crowd
workers who repeatedly choose non-options.

Each question and its rewrites are validated by at least three
crowd workers. If the Task 2 result is a clear majority for any
specic version of the question, then that is the question carried
forward into the rewritten questions test collection. If there is not
a clear majority given a set of original question and its rewrites,
two more crowd worker validations are requested until a majority
vote emerges. The distribution of responses is displayed in Fig. 2,
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Figure 2: Histogram of frequencies over whether a rewritten
question was provided (“rewritten”) or otherwise reasons
given for not rewriting (the original question was “already
perfect” or “unclear,” or else some “other” reason).
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Figure 3: Histogram of frequencies over how many votes
were required to determine a majority in favour of one ver-
sion of the original or rewritten question.

while the number of crowd worker responses required to reach a
majority is shown in Fig. 3. In total, 541 of the 750 questions are
rewritten in the new collection; see Table 4 for a breakdown on
specic subsets.

5 EXPERIMENTS
We compare model performance on the original versus rewritten
NL questions in our samples. Specically, we use neural KGQA
models trained on the DBNQA∗ [16] and GrailQA [11] datasets.1
The question we seek to answer is how quality improvements on
the input NL questions impact the answer prediction eectiveness
of the models.

5.1 Experimental Setup
For each of the KGQA datasets, the underlying KG is provided by a
Virtuoso triplestore instance. For DBNQA∗, DBpedia 2016 is the KG
used to execute formal queries to retrieve answers. For GrailQA,

1Since we could not nd papers with open source code addressing LC-QuAD v2.0 and
there are still no models on the corresponding leaderboard, this dataset is not included
in our experiments.



Freebase is served as the KG, following the instructions provided
by Gu et al. [11].2 This includes using their processed version of
Freebase to make it fully compatible with the relevant Resource
Description Framework (RDF) standard.

The GrailQA models rely on entity linking, which is provided for
the full GrailQA validation split. In order to compare the original
and rewritten question samples under equivalent conditions, the
rewritten questions are identied with the original questions’ query
ID to apply the same entity linking to the rewritten NL question.

5.2 Methods
We use seven dierent neural KGQA methods to test the eect of
rewritten NL questions on KGQA performance. These are sequence-
to-sequence neural models with an encoder-decoder motif, where
all but one are used to generate the formal query as a sequence of
tokens. The exception is Ranking+BERT [11], where a neural model
is used as a ranker to rank generated candidate formal queries.

Three methods are variations of the Neural Sparql Machine
(NSpM) [22, 23, 33] architecture, including the NSpM baseline,
NSpM+Att1, and NSpM+Att2 models. They are all based on Tensor-
ow NMT. NSpM+Att1 features a normed Bahdanau [2] attention
mechanism, while NSpM+Att2 uses a scaled Luong [18] attention
mechanism. All three NSpM models are specied with 2 layers and
a dropout coecient of 0.2. They are also all trained for 50,000
training steps.

Two methods, ConvS2S [10] and Transformer [29], are adapted
from machine translation between natural languages to semantic
parsing for KGQA. We rely on the sequence-to-sequence model
implementations in Pytorch.3 To better support the models, the
both NL and formal query data is pre-processed with sub-word tok-
enization, specically Byte Pair Encoding (BPE) [20] using Senten-
cepiece.4 The other hyperparameters for ConvS2S and Transformer
are kept as default, except notably the training data is not shued
between epochs during training, and the models are trained in a
case-sensitive manner.

The ve models mentioned thus far are all trained on the training
split of DBNQA∗, which has been shued. The models predict for-
mal queries from the NL questions in the full test split of DBNQA∗,
as well as the original sample of 250 NL questions from the test
split, and the rewritten NL questions of the same sample.

Next, we use the methods using a pre-trained model based on
BERT [8] provided by Gu et al. [11].5 Specically, the model is
an LSTM-based sequence-to-sequence which uses uncased base-
BERT for encoding, and is ne-tuned on GrailQA train split. The
Transduction+BERTmethod uses this model for generating a formal
query in an auto-regressive manner. In contrast, Ranking+BERT
uses this model to rank candidate formal queries.

5.3 Results and Analysis
With the methods described above, we achieve the KGQA perfor-
mance results listed in Table 5. We use two performance measures,
Exact Match (EM) and F1, to quantify eectiveness. Exact match

2https://github.com/dki-lab/Freebase-Setup
3https://github.com/bentrevett/pytorch-seq2seq/
4https://github.com/google/sentencepiece
5https://github.com/dki-lab/GrailQA/

compares the predicted formal query to the ground truth formal
query. For DBNQA∗, EM is 1.0 for an instance if and only if the
two strings are identical. Meanwhile, using the provided evaluation
script with GrailQA [11], the predicted and ground truth formal
queries are both converted to query graphs and are considered as
exactly matching if the graphs are isomorphic. The F1 measure is
based on the precision and recall of comparing answer sets. For
the KGQA models evaluated on DBNQA∗, if both the ground truth
answer and the predicted answer are empty sets, the score for an
instance is 1.0. This follows the example of Usbeck et al. [28].

In Table 5, we observe that the original questions in our sam-
ple (IQN-KGQA) may dier in terms of mean performance when
compared to the full subset from which the sample was taken. The
dierence can be either either lower (e.g., Transformer) or higher
(e.g., ConvS2S) on the sample than on the full subset. However,
performance on original questions are of the same magnitude for
both the full subset and sample across all methods. This holds true
for both DBNQA∗-test and GrailQA-dev.

In contrast, performance is reduced drastically when predicting
on the rewritten questions. The three methods with the highest
performance overall, Transformer, Ranking+BERT, and Transduc-
tion+BERT, all show that performance in both EM and F1 is reduced
by a large fraction (up to 78%) when predicting on the rewritten
questions compared to predicting on the original questions. This
trend is also followed by the NSpM+Att2 results, while the remain-
ing models, NSpM baseline, NSpM+Att1, and ConvS2S all show
some deviations. These models achieve a higher performance in
one or both measures on the sampled original questions compared
to the full DBNQA∗-test split. Excepting the NSpM baseline, how-
ever, performance in both measures is less when predicting on the
rewritten questions than the original questions.

We indicate statistical signicance in Table 5 on the performance
of the rewritten questions sample compared to the original ques-
tions sample for each KGQA model. A single dagger (†) indicates
that the 𝑝-value was below 𝛼 = 0.05, while a double dagger (‡)
indicates that the 𝑝-value was less than the Bonferroni-corrected
threshold of 𝛼

7 based on the seven comparisons made for each
dependent variable.

6 DISCUSSION
The present work addresses data quality and collects improved
formulations of NL questions, to yield the IQN-KGQA test collection.
We reect on the data collection process, discuss possible uses of
our test collection, and identify limitations.

6.1 Data Collection
We have followed a similar procedure as the crowdsourced para-
phrasing and cross-validation used in the construction of several
large-scale KGQA datasets described in Sect. 2. Unlike the reported
crowdsourcing of prior datasets, we have involved the crowd work-
ers in a consideration of language quality and question naturalness,
by soliciting ratings on the ve unnaturalness dimensions, imme-
diately prior to paraphrasing an original NL question. The Likert
ratings themselves provide a perspective into how crowd workers
see NL questions that should be rewritten compared to those that
should not or cannot be rewritten.

https://github.com/dki-lab/Freebase-Setup
https://github.com/bentrevett/pytorch-seq2seq/
https://github.com/google/sentencepiece
https://github.com/dki-lab/GrailQA/


Table 5: Results on the DBNQA* and GrailQA datasets. The full subset refers to the original benchmarks and is included for
reference. The IQN-KGQA dataset contains a sample of 250 questions per dataset. Performance is reported on the original
questions in the sample as well as on their rewritten variant with improved naturalness. Signicance is tested between the
rewritten and original questions.

Dataset Subset Method Full subset IQN-KGQA
Original questions Original questions Rewritten questions
EM F1 EM F1 EM F1

DBNQA∗ Test NSpM baseline 0.000 0.013 0.000 0.020 0.004 0.016
NSpM+Att1 0.081 0.119 0.085 0.105 0.033† 0.050†

NSpM+Att2 0.089 0.132 0.081 0.117 0.028† 0.050‡

ConvS2S 0.091 0.138 0.121 0.152 0.036‡ 0.048‡

Transformer 0.177 0.260 0.166 0.254 0.036‡ 0.067‡

GrailQA Dev Ranking+BERT 0.510 0.583 0.452 0.540 0.372 0.452†

Transduction+BERT 0.337 0.364 0.296 0.339 0.208† 0.251†

A majority of sampled NL questions were marked by some of
the crowd workers as needing rewriting. Furthermore, during the
second crowdsourced task, we see that the for most rewritten ques-
tions, the preferred version emerges quickly—inmost cases with 3–5
votes. The resulting test collection has a majority (541 of 750) of its
NL questions rewritten from their original form. This indicates that
crowd workers have found room for improvement even after the
initial paraphrasing and cross-validation undertaken in the original
KGQA datasets’ construction. This proportion of question rewrites
also indicates that all three KGQA datasets can benet in terms of
question naturalness from extensive NL question rewriting.

6.2 Utilization
The present work describes a process of improving NL questions
for KGQA datasets. This shows the value of additional rounds of
rewriting and quality control when creating NL questions via crowd-
sourcing. However, the reduced performance of KGQA models on
the sample with rewritten NL questions also calls into question
the overall approach of relying heavily on crowdsourcing for large
scale KGQA dataset construction.

We encourage other researchers to report their performance on
our IQN-KGQA test collection as well as the test splits of the KGQA
datasets onwhich they train their models. This will serve to keep the
true KGQA performance in perspective. The reduced performance
caused by rewritten NL questions illustrates that KGQA models are
eectively overtting on their datasets and do not generalize to
natural question formulations. Our IQN-KGQA collection can be
used to guard against this.

Our crowdsourcing designs can be utilized in future large-scale
KGQA dataset construction eorts. The numerical ratings on the
various dimensions of unnaturalness (in Task 1) may be used as
quality control. Our collection could also be utilized for automatic
question rewriting using, e.g., for ne-tuning large languagemodels,
to generate question paraphrases to contribute to the pool of options
that crowd workers can vote on (as in Task 2).

6.3 Limitations
We tried to simplify quality control of crowdsourcing by having
some heuristics aboutwhat constituted a reasonable eort of rewrites,

but these lters were perhaps not sucient. There are examples
where the crowdsourced rewriting and validation seem to fail to
improve the NL question that is rewritten. For example, the original
question “Which past members of the labelle also sang somebody
loves you baby (Blackstreet & Ma song)?” was voted down in favor
of the rewritten question “What song is Patti LaBelle famous for ?”

Our test collection is of small scale, yet has been relatively expen-
sive to produce, on the order of US$1000. Although crowdsourcing
labor may be an economic way to scale up data annotation, there
remains a question of how involved the manual quality control
should be from the researchers’ side.

7 CONCLUSION
We have investigated the dimensions of unnaturalness in the nom-
inally natural language questions found in several modern large-
scale knowledge graph question answering (KGQA) datasets. Specif-
ically, we have developed a coding scheme to evaluate the natural-
ness of NL questions. We have also used crowdsourcing to rewrite
such NL questions in KGQA datasets to be more genuinely natural.
By combining language quality evaluation with NL question rewrit-
ing, we have attempted to prime crowd workers with attention
towards language quality. From these rewritten NL questions, we
have created the IQN-KGQA test collection with grounding in each
of the three major knowledge graphs (KGs) addressed in previous
KGQA research: DBpedia, Freebase, and Wikidata. This test col-
lection can put KGQA performance in a more realistic perspective
compared to testing KGQA systems on validation and test splits
created with the exact same procedure as the training split. We
have experimentally shown the impact of our test collection on
the performance of KGQA models compared to performance on
the corresponding sample of original NL questions and found that
model performance deteriorated substantially when a more natural
formulation of the same questions was provided. This suggests
that existing models do not generalize well to genuinely natural
questions. The present work represents an initial eort to better
understand ways to improve the naturalness of NL questions for
KGQA and to ensure that KGQA performance is evaluated with
genuinely natural questions.
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