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ABSTRACT
Research on conversational search has so far mostly focused on
query rewriting and multi-stage passage retrieval. However, syn-
thesizing the top retrieved passages into a complete, relevant, and
concise response is still an open challenge. Having snippet-level
annotations of relevant passages would enable both (1) the training
of response generation models that are able to ground answers in
actual statements and (2) automatic evaluation of the generated
responses in terms of completeness. In this paper, we address the
problem of collecting high-quality snippet-level answer annota-
tions for two of the TREC Conversational Assistance track datasets.
To ensure quality, we first perform a preliminary annotation study,
employing different task designs, crowdsourcing platforms, and
workers with different qualifications. Based on the outcomes of
this study, we refine our annotation protocol before proceeding
with the full-scale data collection to gather annotations for 1.8k
question-paragraph pairs. The process of collecting data at this
magnitude also led to multiple insights about the problem that can
inform the design of future response-generation methods.
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1 INTRODUCTION
A large fraction of research on conversational information seeking
(CIS) to date has focused on the problem of retrieving relevant
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passages. The Conversational Assistance track at the Text Retrieval
Conference (TREC CAsT) [6–8, 21] has played a major role in en-
abling research on this task by developing a series of reusable test
collections. The task of conversational passage retrieval requires
advances in query rewriting [18, 31, 32] and can also directly benefit
from research on multi-stage passage retrieval [20]. However, iden-
tifying relevant passages is only an intermediate step. Ultimately,
the information contained in these passages would need to be syn-
thesized into a single answer. Conversational response generation is
the task of encapsulating the most relevant pieces of information
in an easily consumable unit [5]. Including it in the CIS pipeline
would increase the naturalness of the conversation [28, 29].

There are at least two main challenges involved in the task of
response generation: identifying key pieces of information from rel-
evant results (e.g., paragraphs) and summarizing them in a concise
answer. Correspondingly, Ren et al. [26] propose to split the task
into two stages: (1) identification of supporting snippets and (2)
summarization of selected snippets. In this paper, we focus on the
problem of (1), and more specifically on building a snippet dataset
with high-quality annotations using crowdsourcing.

The significance of being able to identify relevant snippets is
twofold. First, it enables the training of models that can ground
the generated answers in actual statements. Natural language gen-
eration models are susceptible to hallucinations, especially if the
query is insufficiently covered in the corpus, or the retrieved doc-
uments contain redundant, complementary, or contradictory in-
formation [15]. Therefore, employing abstractive summarization
methods on top of relevant snippets identified can help to mitigate
this problem and provide more control over the generation pro-
cess, much in the spirit of the two-step process proposed in [26].
Second, it would enable automatic evaluation of the generated re-
sponses quantitatively, in terms of relevant information nuggets
included [23]. Response summarization in CIS systems has been pi-
loted in the most recent edition of TREC CAsT [21], where the qual-
ity of answer summaries is evaluated by human judges along three
dimensions: relevance, naturalness, and conciseness [21]. Having
annotations of relevant snippets would enable automatic evaluation
of answers in terms of completeness.

Even though crowdsourcing has become an established means
of collecting human annotations at scale, ensuring data quality
can be challenging [9]. Indeed, we demonstrate that the seemingly
straightforward task of highlighting relevant snippets may not be
so simple and deserves more close attention.

In this paper, we first investigate what are effective task designs
and trade-offs between worker qualifications and costs to perform
the task of snippet annotations. Specifically, we consider paragraph-
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and sentence-level snippet annotation interfaces, multiple crowd-
sourcing platforms, and crowd workers with different qualifications
as well as expert annotators. Measuring the quality of annotations
is challenging because relevant snippet selection is subjective and
often there are multiple correct sets of snippets in a given passage.
We evaluate the resulting annotations in terms of inter-annotator
agreement and similarity to expert annotations using text similarity
measures adapted to this task.

Based on the results of our preliminary study, we set out to cre-
ate a large-scale dataset, CAsT-snippets, which enriches the TREC
CAsT 2020 and 2022 datasets with snippet-level answer annotations.
We follow a setup in which we closely work with a selected pool of
highly engaged crowd workers in order to ensure high data qual-
ity. Our findings from this data collection effort reveal numerous
associated challenges that can help inform the design of response
generation methods in future work.

The resources developed in this study (annotated data and code
for computing evaluation measures) are made publicly available at
https://github.com/iai-group/CAsT-snippets. An extended version
of this paper is available on arXiv.

2 RELATEDWORK
Research on conversational response generation has attracted a lot
of attention in task-oriented dialogue systems [2, 19, 24], question
answering [1], open-domain chatbots [10, 33], and most recently in
conversational information seeking, as part of TREC CAsT’22 [21].
The performance of response generation is commonly evaluated
using automatic similarity measures for natural language genera-
tion tasks such as BLEU [16, 22], and ROUGE [17]. However, some
dimensions are not reliably covered by currently available auto-
matic metrics and require manual evaluation (e.g., coherence and
relevance) [12], while others (e.g., completeness) can be evaluated
automatically, provided that more fine-grained annotations are
available. Information nuggets, defined as minimal, atomic units of
relevant information of retrieved documents, have been proposed
as an alternative to automatically assign relevance judgments to
documents and/or evaluate retrieval systems [23]. Our work aims
to contribute to this type of evaluation by studying ways to collect
snippet-level annotations. A task similar to snippet annotation (or
information nuggets identification) has been broadly researched in
QA systems. In most available datasets for reading comprehension
focused mainly on factoid questions, the generated response is a sin-
gle entity or a short segment of text from the passage [3, 4, 25, 27].

Crowdsourcing provides a scalable means to the completion of
large amounts of labeling or annotation tasks that require human
intelligence [13]. The actual quality of the results is influenced by
the workers, software platform [30], task design [11], and quality
measures employed [9]. This paper attempts to understand what
setup is needed to effectively perform the task of snippet annotation.

Relevant annotations efforts include QuaC [4], which is dataset
of QA dialogues. However, it is limited to sections of Wikipedia arti-
cles and contains only dialogues about a biased sample of entities of
type person. Queries in CAsT datasets are much more diverse, both
in terms of the expected type of answer and in the topics discussed.
Most relevant to our paper is the work by Ren et al. [26], where
crowd workers are asked to respond to queries from the TREC

CAsT’19 dataset while being presented with SERPs. The response
generation task is divided into three stages: (optional) query rewrit-
ing, finding supporting sentences in results displayed on a SERP,
and summarizing them into a short conversational response. We
focus only on the supporting evidence finding step, which is per-
formed on a finer (snippet-level) granularity, and explore various
task designs to ensure high data quality.

3 DATASET
Weperform annotations on the TRECCAsT 2020 and 2022 datasets.1
Each dataset comprises of set of information-seeking dialogues (i.e.,
topics) with a sequence of questions (i.e., queries) within each.
The input to the snippet annotation task consists of queries and
corresponding passages. We consider the top 5 passages for each
query with respect to their relevance labels in the ground truth
(ranging from 0 to 4). If there are fewer than 5 passages available
for the query at the highest relevance level, then we fill up the
remaining slots with passages one relevance level below. If there
are more passages available, then we cluster them using k-means
clustering and pick a random passage per cluster. For example, if we
have 3 highly relevant passages for a given query and 10 relevant
passages, we choose all the passages with relevance level 4 and
populate the remaining two places by splitting the passages with
a relevance level 3 into two clusters and then choosing a random
passage from each cluster. Selecting the passages for annotation
this way ensures that they are both relevant and diverse. Even
though we mostly consider highly relevant and relevant passages,
some of them do not contain a direct answer to the question, which
makes the snippet annotation task even more challenging.

4 PRELIMINARY STUDY
To ensure that we get high-quality snippet-level annotations, we
first perform a preliminary study where we compare different dif-
ferent task designs, platforms, and worker pools, by annotating
two topics selected from the TREC CAsT’22 dataset, with markedly
different characteristics, comprising of 22 queries in total.

4.1 Task Designs
We task crowd workers with the identification of snippets in a
provided text that contains key pieces of the answer to a given query.
Text snippets are required to be short, concise, informative, self-
contained, and cannot overlap. Each snippet is supposed to contain
one piece of information, so it can be treated as an information
nugget. Specifically, we identify snippets in paragraphs that have
been labeled as relevant answers to the question. These passages can
be long, which makes the annotation task cognitively demanding.
Therefore, we consider two designs of the task: paragraph-based
and sentence-based; see Figure 1.

In the paragraph-based annotation task, workers are asked to
identify all text snippets in a given passage that are relevant to the
input query. Since paragraphs can be lengthy, we also consider a
simplified, sentence-based variant of this task, which lets workers
operate on the significantly shorter text and enforces shorter text
snippet selection. Specifically, the task is divided into: (1) relevant

1The 2019 dataset has relatively low complexity compared to these two, while the 2021
dataset provides relevance assessments on the level of documents instead of passages.
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Figure 1: Illustration of different designs for the snippet annotation task.

sentence selection, and (2) snippet annotation in relevant sentences.
In sub-task (1), crowd workers are presented with a question and
a passage that is split into sentences. They are asked to choose
sentences that contain information relevant to the query. This is a
straightforward task that resembles extractive summarization [34].
Sub-task (2) is very similar to the paragraph-based annotation task,
the only difference is that workers are presented with a relevant
sentence instead of an entire passage.

4.2 Platforms and Workers
We set up the annotation task on two crowdsourcing platforms:
Amazon MTurk and Prolific. MTurk offers an easily customizable
web-based annotation interface and it is possible to filter workers
based on qualifications. Prolific has more limited options in terms of
the annotation interface, but the qualification of workers is claimed
to be higher than onMTurk.2 Additionally, we employ a group of ex-
pert annotators (Ph.D. students) who have been trained to perform
this annotation task; they also use the MTurk platform, but in sand-
box mode, i.e., without receiving payment. The paragraph-based
annotation task, which is regarded as the cognitively more demand-
ing variant, is performed with workers from both crowdsourcing
platforms as well as with expert annotators. The sentence-based
variant of the task is executed only on MTurk. All tasks on MTurk
are performed with both regular and master workers.3

4.3 Evaluation Measures
Traditional metrics for inter-annotator agreement such as Fleiss’
Kappa or Krippendorff’s Alpha are designed to assess categorical
annotations and rely on a binary notion of agreement. In our case,
we are more interested in measuring the degree to which snippets
selected by different workers overlap. We define inter-annotator
agreement in terms of Jaccard similarity. Given an input text 𝑡
annotated by 𝑛 workers, we count the length of the snippets chosen
by all annotators and divide it by the total length of snippets chosen
by any annotator. The intersection and union of snippet intervals
is calculated on the character level. We also consider a less strict
variant of the measure, termed Jaccard𝑘 (𝐽𝑘 ), which takes only those
intervals into account that are chosen by at least 𝑘 annotators.

To measure the similarity of snippet annotations by crowd work-
ers against reference annotations by experts, we follow a logic
similar to ROUGE-1, which considers the overlap of unigrams be-
tween the system and reference summaries [17]. Specifically, we
employ the ROUGE-like measures proposed in [14]. For every in-
put text 𝑡 , we have annotations made by 𝑛 different crowd workers
(𝑤𝑖 ) and reference annotations by 𝑚 different experts (𝑒 𝑗 ). First,
we define precision (recall) of the snippets in text 𝑡 between a pair
2https://www.prolific.co/prolific-vs-mturk
3MTurk Master is a qualification earned through a proven track record of quality work.

Table 1: Inter-annotator agreements (J and J𝒌 ) and similarity
against reference (expert) annotations (𝑭1). The number of
annotators for every input text is shown in parentheses.

Task
Variant Annotator J J𝒌 𝑭1

𝒌=4 𝒌=3 𝒌=2

Paragraph

MTurk regular (𝑛=5) 0.02 0.08 0.21 0.48 0.36
MTurk master (𝑛=5) 0.18 0.35 0.53 0.73 0.54
Prolific (𝑛=5) 0.14 0.27 0.44 0.65 0.50
Expert (𝑚=3) 0.25 - - 0.54 -

Sentence MTurk regular (𝑛=3) 0.35 - - 0.71 0.31
MTurk master (𝑛=3) 0.47 - - 0.76 0.41

of annotators 𝑤𝑖 and 𝑒 𝑗 as the length of the snippets chosen by
both the crowd worker and expert annotator, and divide it by the
length of snippets chosen by crowd worker (expert annotator). We
compute the F1 score as the harmonic mean of precision and recall.
Next, we average these measures for a given crowd worker 𝑖 against
all (𝑚) expert annotations by taking the mean. Finally, we aggregate
the annotations across all (𝑛) crowd workers by averaging precision,
recall, and F1 against all expert annotations over all crowd workers.

4.4 Results
We report on the inter-annotator agreement and similarity against
reference annotations for two topics selected for this preliminary
study in Table 1. (Payments and average task completion times are
reported in the extended version.) The total cost was $1.2k.

In the paragraph-based variant, we observe better agreement
(𝐽 ) between MTurk masters than between Prolific workers, yet
there is a big gap between crowd workers and experts. The relative
ordering is: MTurk masters > Prolific > MTurk regular, which also
holds for the more relaxed version of the measure (𝐽𝑘 ). We notice
that for 𝐽2, the agreement between expert annotators is lower than
for MTurk masters and Prolific workers; however, there are only 3
experts (vs. 5 crowdworkers), hence it is not fair to directly compare
these numbers. The generally low agreement scores highlight the
difficulty of the task in the paragraph-based form.

On the the simplified sentence-based variant, we indeed observe
a much higher agreement between MTurk workers.4 Also, the
differences between regular workers and masters are not as large as
in the paragraph-based variant. We note that the two task variants
(sentence-based and paragraph-based) cannot be compared directly
in terms of inter-annotator agreement because the probability of
choosing the same snippets by different workers is much higher in
a single sentence than in an entire paragraph. Overall, the similarity
with experts is higher in case of paragraph-level annotations than
for sentence-level annotations.

4Given that MTurk masters outperformed Prolific workers in the paragraph-based
variant, sentence-based annotations are only performed on MTurk.
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4.5 Discussion
Our preliminary exploration of different task designs, platforms,
and workers has led us to the conclusion that the highest-quality
annotations for this specific task can be collected on the MTurk
platform using a paragraph-based task design. The main challenge
in collecting snippet annotations turned out to be the process of
quality control that cannot be automated due to the nature of this
task. Even for expert annotators, who performed the task attentively,
the inter-annotator agreement is low. Therefore, a low similarity
between snippets selected by a worker and reference annotations
does not imply that the worker did an inferior job. Moving forward
to collecting annotations at scale, we opt for recruiting a smaller
group of crowd workers, using a qualification task, and working
closely with them by providing continuous feedback on their work.

5 DATA COLLECTION
This section describes our large-scale data collection effort. For
each of the 371 queries in the TREC CAsT 2020 and 2022 datasets,
the top 5 passages are annotated by 3 crowd workers, resulting in
a total of 1,855 query-passage pairs.

5.1 Setup
The annotation task was released only to a small group of trained
crowd workers, who were selected through a qualification task. The
qualification task contained a detailed description of the problem at
hand, examples of correct annotations, a quiz, and 10 query-passage
pairs to be annotated; it was made available to both master and
regular MTurk workers to reach a bigger audience. From the 20
workers that completed the qualification task, we chose 15 that had
the highest quality results (independently of their MTurk Master
qualification). Each worker received feedback on the provided re-
sponses and was given an opportunity to ask their own questions
about the task. Several rounds of discussion that emerged from the
qualification task resulted in an extended set of guidelines address-
ing the challenging aspects of the annotation task. The extended
guidelines are made available in the online repository.

The process of data collection was divided into daily batches
and conducted over a period of approx. two weeks. The reason
was to both avoid worker fatigue and also to allow for continuous
feedback along the way. Each batch contained questions about one
specific topic, which amounts to 46 query-passage pairs on average,
and was annotated by 3 different workers. Workers received $0.3
for each query-passage pair. A bonus of $2 was paid for every batch
completed within 24 hours upon release. The total cost was $2.1k.

The training of the annotators did not end at the qualification
task, but continued throughout the whole data collection process.
Crowd workers were provided with feedback after each submitted
batch. From each batch, random data samples with low agreement
were selected and verified manually by an expert (the main author
of the paper). We used Slack as the main communication platform;
there, workers could also share challenging cases and benefit col-
lectively from discussions and from expert guidance.

5.2 Statistics
In comparison to the results of the preliminary study (cf. Table 1) on
the same set of queries, we find that the inter-annotator agreement

Table 2: Comparison against other datasets.

Dataset
Input
text

Avg. snippet
length (tokens)

#snippets per
annotation

CAsT-snippets Paragraph 39.6 2.3
SaaC [26] Top 10 passages 23.8 1.5
QuaC [4] Wikipedia article 14.6 1

(𝐽=0.38 and 𝐽2 =0.62) exceeds even that of expert annotations, and
the similarity with expert annotations (𝑭1 =0.54) matches those of
the best-performing MTurk master workers. These results indicate
that the collected data is of high quality and attest to the success of
our annotation setup with continuous feedback.

Table 2 provides a comparison against other related datasets.
We note that there are not only more snippets annotated for each
input text in our dataset, but they are also longer on average, which
follows from the information-seeking nature of queries.

We note that there is a number of query-passage pairs where
annotators did not find any snippet relevant to the query, despite
the passage being labeled as relevant by TREC assessors (77 such
passages selected by all three annotators and 111 selected by two
of the annotators).

6 CONCLUSIONS
We have introduced CAsT-snippets, a high-quality dataset for con-
versational information seeking containing snippet-level annota-
tions for all queries in the TREC CAsT 2020 and 2022 datasets. Our
annotation effort was informed by a preliminary study, where we
explored various task designs, platforms, and workers pools. Based
on the results, we opted for a setup where we closely worked with
a pool of highly engaged crowd workers, releasing tasks in daily
batches and providing continuous feedback.

Our direct communication with crowd workers throughout the
data annotation process revealedmultiple challenges that need to be
addressed in conversational response generation: (1) Selecting spans
for questions when only a partial answer is present is challenging
and appears to be highly subjective. (2) Temporal considerations
may exclude some spans as they are not valid answers given the time
specified in the query. However, assessing the temporal validity
of text may be challenging based solely on short text passages
without a larger context. (3) Passages originating from blogs or
comments very often contain subjective opinions. Should such
subjective opinions be marked up as answers? (4) What kind of
background knowledge should be assumed when the passage does
not contain a direct answer but the answer may be inferred from the
text? (5) How much content is needed for open-ended questions?
(6) When is evidence or additional information needed for a factoid
question and when is an entity alone sufficient as an answer?

Our dataset enables the development of answer generation meth-
ods that are grounded in relevant snippets in paragraphs as well
as allows for the automatic evaluation of the generated answers in
terms of completeness; a training/test split is provided for such use.
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