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ABSTRACT 
Despite the potential impact of explanations on decision making, 
there is a lack of research on quantifying their efect on users’ 
choices. This paper presents an experimental protocol for measur-
ing the degree to which positively or negatively biased explanations 
can lead to users choosing suboptimal recommendations. Key ele-
ments of this protocol include a preference elicitation stage to allow 
for personalizing recommendations, manual identifcation and ex-
traction of item aspects from reviews, and a controlled method 
for introducing bias through the combination of both positive and 
negative aspects. We study explanations in two diferent textual 
formats: as a list of item aspects and as fuent natural language text. 
Through a user study with 129 participants, we demonstrate that 
explanations can signifcantly afect users’ selections and that these 
fndings generalize across explanation formats. 

CCS CONCEPTS 
• Human-centered computing → User studies; Empirical stud-
ies in HCI; • Information systems → Recommender systems. 

KEYWORDS 
Explainable recommendation; natural language justifcations; eval-
uating explanations; explanation types; explanation bias 
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1 INTRODUCTION 
Recommender systems have become pervasive in modern society, 
leading to many studies of the degree of trust people place in pro-
vided recommendations [14, 20]. As a result, signifcant attention 
has been paid to equip these systems with explanation facilities to 
help users make informed decisions [25, 31, 34]. In one of the earliest 
studies, Herlocker et al. [17] showed that explanations can make it 
more likely that people will adopt the recommendations made. Yet, 
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studies measuring the eventual satisfaction with recommendations 
found that certain types of explanations can cause users to over- or 
underestimate the real value of a recommended item [3, 11]. Even 
though explanations are known to be able to signifcantly afect 
the decision-making process of users [31], signifcant gaps remain 
when it comes to measuring and understanding their efects [28]. 
The bulk of studies of explanations focus on the subjective question 
of how people perceive the recommendations [1, 5, 11, 22, 25]. Less 
attention has been paid to how to objectively quantify the degree 
to which explanations afect the choices that people make. This is 
closely related to the concept of persuasiveness, which is the ability 
of an explanation “to convince the user to accept or disregard cer-
tain items” [11]. Past research has diferentiated between over- and 
underestimate-oriented persuasiveness of explanation types [3, 11]. 
Instead, we study in quantitative detail how bias in the content of 
natural language explanations can impact users’ choices. 

A key diference to past work is that prior research has focused 
almost exclusively on explanations that highlight positive aspects 
of items, i.e., endorse a selection, perhaps by drawing similarities 
to other items the user has previously indicated that they liked. 
Explanations can also help users make decisions by highlighting 
why not to select something. We perform the frst study that inten-
tionally biases explanations towards positive or negative aspects 
of items in a controlled manner in the context of items where we 
have a prior understanding of which items users should fnd most 
relevant. We can thus quantify the degree to which positively or 
negatively biased explanations lead to users choosing suboptimal 
recommendations. To achieve this, we are inspired by the work 
of Musto et al. [22] who “processed and analyzed the reviews in 
order to obtain a set of characteristics that are often discussed in the 
reviews (with a positive sentiment, of course) and can induce the user 
in enjoying the recommended item.” However, we identify positive 
as well as negative aspects—as argued by Bilgic and Mooney [3], 
“the goal of an explanation should not be to ‘sell’ the user on the item 
but rather to help the user to make an informed judgment.” 

The primary research question we address is how to quantify 
the degree to which explanations infuence user decisions, either 
in the positive or negative direction when presented with a set of 
recommendations from which to choose. Our key contribution is 
the design of an experiment protocol that allows for a quantitative 
study of the impact of explanations on users’ choices. Our second 
contribution is a preliminary analysis of the results obtained with 
129 subjects. We provide baseline statistics showing how often 
users presented with biased explanations can end up selecting 
less relevant suggestions. Beyond this, we study the efect of the 
format of explanations, directly comparing two common formats, 
namely lists of item aspects and natural language text. We show 
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that while these formats lead to a similar overall behavior, the efect 
of explanation bias is more pronounced in case of aspect lists than 
for natural language text. These may be considered as factors when 
designing explainable recommender systems. Overall, this work 
provides a framework for measuring and optimizing explanations 
to help guide users to make informed decisions. 

2 RELATED WORK 
Research on explainable recommendation has focused on difer-
ent dimensions, including (1) explanation goal (e.g., transparency, 
trust, efectiveness, persuasiveness), (2) style (e.g., content-based, 
collaborative-based, knowledge/utility-based), (3) scope (e.g., user 
model, process, recommended item), and (4) format (e.g., textual, 
visual) [25, 31, 34]. Another way of categorization is by the method 
used to generate explanations: self-explainable recommender mod-
els vs. post-hoc explanations (i.e., justifcations) [4]. Our approach 
can be classifed as content-based, post-hoc, natural language ex-
planation generation. We do not aim to explain why a given item 
was recommended, but rather provide the user with additional in-
formation (relevant characteristics of items) with the purpose of 
aiding them in their decision making. 

Various graphical and textual explanation formats have been 
considered in the past [11, 17], with natural language being the most 
popular both historically [25] and in recent years [1, 5, 22, 23, 27]. 
Text-based explanations range from tags or keywords [3, 32] to 
single or multiple sentences [1, 5, 22, 27, 30]. In this work, we 
consider both short descriptive phrases (aspects) and fuent natural 
language summaries as explanations. Unique to our approach is that 
the summaries are generated directly from the aspects, allowing 
for a direct comparison between the two explanation formats. 

Reviews have been exploited for improving recommendations, 
leading to a line of work on review-aware recommender systems [6, 
18], naturally endowing them with a higher degree of explainability 
and transparency [16]. In contrast, our work continues the thread 
of research on leveraging reviews for the purpose of generating 
post-hoc recommendation justifcations, treating the recommender 
engine as a black box [5, 21–23, 27]. Muhammad et al. [21] highlight 
the most important features (pros and cons) of an item that are 
likely to matter to the user (based on their own reviews). Similarly, 
Chen and Wang [7, 8] extract sentiments on specifc product at-
tributes and use them to present the user with alternatives to a 
given recommendation and explaining the trade-ofs, i.e., which at-
tributes would be improved and which ones would be compromised. 
Chang et al. [5] employ a multi-step pipeline for generating natural 
language explanations using crowdsourcing, by (1) refning algo-
rithmically generated tag clusters, (2) writing explanations for these 
clusters by synthesizing review text, and (3) selecting the best expla-
nations by voting. We follow a similar approach, but present crowd 
workers with a signifcantly simpler task: given a set of reviews, 
they only need to extract positive and negative aspects from them. 
We then either present these aspects as a list, or turn them into 
fuent natural language text using state-of-the-art neural language 
modeling techniques. Ni et al. [23] identify review segments that 
can serve as justifcations and explore the use of neural language 
models to generate convincing and diverse justifcations. Penha 
et al. [27] choose a helpful sentence for an item from its review, 

predicted by a classifer, and use that to generate a template-based 
explanation of an item or a pair of items. Most closely related to 
ours is the work by Musto et al. [22], which presents a fully auto-
mated pipeline for generating natural language justifcations by (1) 
extracting a set of aspects that characterize the item, (2) identifying 
the most relevant ones, and (3) extracting and aggregating review 
sentences discussing these aspects. Though there are similarities 
in the explanation generation workfow, their focus is on the algo-
rithmic aspects of automation, while ours is on understanding the 
impact of explanations. Our aspects are short descriptive phrases, 
not limited to nouns as in [22], which we extract and curate manu-
ally. Most importantly, we include aspects with negative sentiment 
as well, not only positive ones, in the explanations. 

Evaluation of explanations may target interface-related aspects [3, 
8, 11, 17, 21], quantifable properties of generation approaches (e.g., 
readability of natural language [10] or fdelity of post-hoc explana-
tions [26]), or subjective perceptions of quality (in terms of trans-
parency, trust, efectiveness, etc.) through questionnaires [1, 5, 11, 
22, 25]. Most relevant to our work is the evaluation protocol pro-
posed in [3] (also followed in [11]) for measuring the persuasiveness 
of explanation types, in terms of diferences between an initial rat-
ing, given based on the explanation, and a second rating, given after 
the “consumption” of the item. Consumption is approximated by 
subjects receiving more details (description or user reviews) about 
the item. Then, they are asked adjust their rating based on this 
additional information. Our experiment design is more realistic in 
that we do not assume item consumption, but rather measure the 
impact of explanations via the item selection choices users make, 
with a prior understanding of what they would most likely pick. 

3 STUDY DESIGN 
This section presents the study we designed in order to answer the 
following two research questions: 

• RQ1 How much can explanations infuence users’ decisions 
when presented with a set of item recommendations? 

• RQ2 How big a role does the presentation format of expla-
nations play in the results? 

Our experiment centers around a set of item selection tasks, with 
participants asked to choose among three items that are presented 
to them as recommendations. These items are selected, based on an 
initial preference elicitation phase, such that we know which of the 
three items the user would probably like the most and which one 
the least. By applying a controlled amount of bias via explanations 
to a randomly chosen item, we are able to measure how much 
users may be infuenced in their choices—it is of particular interest 
to observe how often they would be inclined to pick a diferent 
item than that which they would most likely choose (statistically 
speaking). Using a within-subject design, participants are exposed 
to diferent experimental conditions, varying the amount of bias 
and the format of explanations. 

3.1 Overview 
The study is conducted in the movies domain. As watching flms 
is one of the top media consumption and entertainment activities, 
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Stage 2: Item selection from personalized recommendations

Seen? Rating (if seen)

Y N

Stage 1: Item consumption and preference elicitation

Item

…

Y N

Y N

… … …

Table 1: Experimental conditions. Each participant experiences each 
of the listed conditions exactly once (in random order). 

ID Bias Explanation Aspects+ Aspects− 

Baselines 
#1 
#2 
#3 
#4 

No bias 
- - -

Itemized 2 2Fluent-NL 
One random item biased by a more positive/negative explanation 
#5 
#6 

Bias + 
Itemized 3 1Fluent-NL 

#7 
#8 

Bias - Itemized 1 3Fluent-NL 
#9 
#10 

Bias ++ 
Itemized 4 0Fluent-NL 

#11 
#12 

Bias -- Itemized 0 4Fluent-NL 

Figure 1: Overview of our experiment design. 

most people can easily relate to it without any training or prerequi-
site knowledge. Indeed, movies have been one of the most studied 
domains for explainable recommendation [1, 2, 5, 11, 12, 17, 22, 30, 
32]. Note that even though the instructions are tailored specifcally 
to movies, the proposed design is generic and can be applied in 
other domains. 

To be able to provide participants with personalized recommen-
dations, the study is divided into two stages, as shown in Fig. 1.1 

In Stage 1, participants indicate for each movie, in our pool of 400 
candidates items, whether they have watched it, and if yes, how 
much they liked it (on a three-point scale of disliked, neutral, and 
liked). In Stage 2, participants complete a total of 12 item selection 
tasks, corresponding to various experimental conditions in a ran-
dom order (cf. Table 1). In each task, they are ofered three movies to 
choose from, selected among the items they have not watched yet. 
For each movie the title, poster, and synopsis are shown, followed 
(optionally) by an explanation (see Fig. 6 in Appendix A.3). The item 
selection task is situated in the following scenario: Imagine that 
you are traveling alone, and while in transit, you have been ofered a 
free movie rental from a service that only allows you to choose from 
three possible options. In each of the following tasks, select the movie 
you would prefer to watch based on the information provided. 

We hypothesize that the explanations accompanying the recom-
mendations can infuence users’ item selection choices. To test this, 
we contrast a baseline setting, showing neutral explanations for all 
three items, with a “biased” setting: showing neutral explanations 
for two of the items, while making the explanation for the third 
item overall more positive or negative in a controlled manner. Next, 
we provide details on each element of the experiment design. 

1Additionally, participants are asked to fll out a post-task questionnaire to allow for a 
qualitative analysis of their preferences in the future. 

3.2 Item Collection 
We use the MovieLens 25M collection [15] along with the Movies 
and TV subset of the Amazon Reviews 2018 dataset [23]. Mappings 
between the two are provided by the Reviews2Movielens dataset 
(v2 mappings) released in [33]. A total of 400 movies are sampled, 
using a slightly modifed version of the stratifed sampling approach 
employed in [2]: (i) the top 150 movies of all time by the number of 
ratings received and (ii) a random movie for each year between 1992 
and 2016, and for each of the top 10 most popular genres (action, 
adventure, documentary, comedy, crime, drama, horror, romance, 
sci-f, and thriller), that is not already in the top-150 set.2 We require 
each movie to have at least 100 associated reviews. 

3.3 Generating Personalized Recommendations 
Study participants are presented with a set of item selection tasks. 
In each task, they need to make a choice between three items �� , 
�� , and �� , shown in random order. These items are selected, based 
on the initial preference elicitation phase, such that the user’s es-
timated preference ordering is �� ≻ �� ≻ �� . For that, we employ 
an ensemble of three established recommender algorithms, repre-
senting diferent classes of collaborative fltering approaches that 
performed best in a prior user study on movie recommendations [2]: 
Item-based k-Nearest Neighbors [29], Weighted Regularized Matrix 
Factorization [19], and a Sparse Linear Method [24]. The predictions 
of these algorithms are combined into an ensemble recommenda-
tion using a consensus-based voting system (Borda count). This 
ensemble is expected to yield better performance than any of the in-
dividual recommenders. Crucially, only movies not yet seen by the 
user are eligible for recommendation, as showing already seen items 
might afect the measurements of the impact of explanations [1]. 

Given a total of � = 12 item selection tasks to be completed by 
each participant (cf. Table 1), � × 3 items are sampled as follows.3 

Let � denote the number of movies the person has not seen yet, 
which are sorted by recommendation score, such that �1 is the 
highest and �� is the lowest ranked suggestion. These items are 

2If it was not possible, then a random movie is sampled from the same year. 
3Participants with fewer than 3×12 not yet seen movies are excluded from the study. 
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Bucket A Bucket B Bucket C 
Item rank 1 . . . � . . . � � + 1 . . . � + � . . . 2� 2� + 1 . . . 2� + � . . . � 

Figure 2: Sampling of items for item selection tasks to ensure the largest distance between sampled items across all item samples. 

funny, silly, sweet 
awesome comedy 

a few little laughs but not enough 

lackluster direction 

good, clean, and exciting movie 

full of action 

entertainment for the whole family 

predictable attempt at comedy 

suspenseful 
a bad remake 

predictable 

low budget efects 

This movie is said to be funny, silly, sweet, 
and an awesome comedy. However, others 
say it has a few little laughs but not enough, 
and a lackluster direction. 

This movie is said to be good, clean, and ex-
citing, full of action, and an entertainment 
for the whole family, but some people fnd it 
to be a predictable attempt at comedy. 

This movie is said to be suspenseful, but oth-
ers fnd it to be a bad remake and predictable, 
with low-budget efects. 

Figure 3: Examples of itemized and fuent-NL explanations, based on the same set of aspects. 

Table 2: Controlled generation of explanation sentiment based on 
the number of positive and negative aspects mentioned. 

Extreme 
Negative 
(Bias --) 

Negative 

(Bias -) 

Neutral 

(No bias) 

Positive 

(Bias +) 

Extreme 
Positive 
(Bias ++) 

Aspects+ 

Aspects− 
0 
4 

1 
3 

2 
2 

3 
1 

4 
0 

divided into three approximately equal-sized (� = ⌊�/3⌋) buckets 
A, B, and C. To sample � sets of three items, the items picked in 
set � ∈ [1..�] are: �� = �� , �� = ��+� , and �� = �2�+� . This ensures 
that the three items shown to the user are as far apart from each 
other as possible, in terms of recommendation score, across all item 
selection tasks; see Fig. 2 for a visual explanation. The � sets of 
items (�� , �� , and �� ) are assigned randomly to the � experimental 
conditions. 

3.4 Generating Explanations 
To quantify how much explanations can infuence user decisions, 
we need a controlled way of generating explanations which are 
by default neutral, but can be biased to have a more positive or 
negative overall sentiment. To operationally defne what it takes for 
an explanation to be overall neutral/positive/negative we assume 
that for each item � = 4 positive and � negative aspects have been 
identifed. An aspect in this context is a short natural language text 
(typically 1–5 words in length) that expresses why a movie might be 
liked or disliked, such as “action-packed,” “quite corny and unreal-
istic,” or “classic literature brilliantly realized.” The sentiment of an 
explanation can then be controlled by adjusting how many positive 
and negative aspects it mentions, with Aspects+ = Aspects− = �/2 
representing a neutral explanation (cf. Table 2). Aspects are ex-
tracted from reviews, as detailed below in Section 3.4.1. 

We consider two explanation formats: itemized and fuent natu-
ral language text. Itemized explanations are comprised of a list of 
aspects with their corresponding sentiment symbolized by a thumbs 
up or down icon. Alternatively, the fuent-NL format presents the 
same information as fuent natural language description; see Fig. 3 
for an illustration. The generation of fuent-NL explanations from 
a list of item aspects is detailed below in Section 3.4.2. 

3.4.1 Aspect Extraction. Positive and negative aspects are extracted 
manually using crowdsourcing. Given 10 positive (4-5 stars) and 10 
negative reviews (1-2 stars), workers are asked to fnd aspects that 
complete the sentence: This movie may be liked (disliked) because 
it is/has/contains ___. The goal is not to be exhaustive, but rather 
focus on high data quality (i.e., favor precision over recall). To 
ensure that, extracted aspects are further checked and manually 
fltered by authors of the paper to remove too harsh or ofensive 
language, aspects that are too generic (e.g., excellent, terrible) or 
are not about movie itself (concern price, delivery, medium, etc.). 
Movies with fewer than 4 positive and 4 negative aspects after 
fltering are removed from the recommendation pool (31 in total). 
Further details are in Appendix A.1. 

3.4.2 Fluent-NL Explanation Generation. We turn the selected as-
pects into fuent natural language sentences using a large language 
model with state-of-the-art few-shot performance (PaLM [9], 62b 
parameter model). A separate prompt is created for each combi-
nation of Aspects+ and Aspects− , containing three hand-crafted 
training examples. 

3.5 Participant Condition Assignment 
The study is performed through crowdsourcing via a web-based 
platform. Each participant is presented with each of the 12 exper-
imental conditions, shown in Table 1, exactly once in a random 
order. In fact, there are only 11 unique conditions, as #1 and #2 
are the same, but this “no explanations” setting is shown twice in 
order to establish a robust baseline. The other baseline is to show 
neutral explanations, in two diferent formats (#3–#4). In the re-
maining conditions (#5-#12) one of the three items shown to the 
rater is randomly selected to be “biased,” by changing the number of 
positive and negative aspects in the explanation that accompanies 
that item. The explanations for the other two items stay neutral, 
i.e., showing exactly two positive and two negative aspects. These 
conditions allow us to make comparisons between diferent expla-
nation types, i.e., no explanation (#1–#2) vs. itemized (#3, #5, #7, #9, 
#11) vs. fuent-NL (#4, #6, #8, #10, #12) explanations, and between 
the amount of bias, i.e., no bias (#1–#4) vs. moderate (#5–#8) vs. 
large (#9–#12) bias. 
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Figure 4: Baseline condition, no explanations. 

We acknowledge that listing positive aspects frst, followed by 
negative ones, or the other way around, might have an impact. At 
the same time, to avoid further complicating the design by introduc-
ing yet another dimension, we control for this variable by balanc-
ing the two possible settings, i.e., positives-frst and negatives-frst. 
Specifcally, when both positive and negative aspects are displayed 
(#3–#8), we make those fully balanced for each participant as well 
as across all participants by cycling through pre-defned sequences 
in a Latin Square-like design (see Table 5 in Appendix A.2). 

4 RESULTS 
We now present quantitative results that show how biasing expla-
nations that accompany recommendations directly afects users’ 
preferences, as expressed by their item selections. 

4.1 Participants 
A total of 129 participants participated in our study who are paid 
contractors, and received a standard contracted wage (complying 
with living wage laws in their country of employment). All of 
them are US-based and native English speakers. In terms of gender, 
they are 62.7% women, 35.7% men, 1.6% prefer not to say. Their 
distribution by age: 5.6% 18–24, 29.4% 25–34, 32.5% 35–44, 19.8% 
45–54, 9.5% 55–64, 3.2% over 65. Their self-reported amount of 
average time spent per week watching movies: 5.7% <2 hours, 
37.9% 2–5 hours, 29% 6–10 hours, 16.9% 11-16 hours, 10.5% > 16 
hours. Participants on average took 41 seconds to rate a batch of 
fve movies in Stage 1 (seen/liked), and 43 seconds to choose the 
movie they would want to watch from the three recommendations 
in Stage 2. 

4.2 Efect of the Presence of Explanations 
Recall that in each instance, participants are provided with three 
recommendations where we know which the raters should prefer 
the most. Our frst test validates that the preferences obey the ex-
pected order, and whether the presence of neutral explanations 
afects this order. Specifcally, let the three recommendations be 
�� ∈ �, �� ∈ � and �� ∈ � , where �, �, and � are buckets with 
the highest-scoring, mid-scoring, and lowest-scoring items, respec-
tively (cf. Fig. 2). Let the relative frequency with which each bucket 
is chosen (corresponding to users’ item selections), referred to as 
their selection frequency, be denoted as �� , �� , and �� respectively. 
We then have an expected ordering of �� ≻ �� ≻ �� . 

Figure 5: Baseline condition, neutral explanations. 

When explanations are not shown, we fnd that across all partici-
pants, �� = 0.43 ± 0.07, �� = 0.31 ± 0.07 and �� = 0.26 ± 0.06 with a 
95% confdence interval, computed using the Goodman method [13]; 
see Fig. 4. Thus, the expected ordering holds, and the diference 
between the highest- and lowest-scoring buckets is statistically 
signifcant. 

When neutral explanations are included, we observe �� = 0.4 ±
� 

0.07, �� = 0.28±0.07, and �� = 0.32±0.07, as shown in Fig. 5. While 
� �

the highest-scoring bucket continues to receive the most selections, 
the relative ordering between buckets B and C, surprisingly, is now 
swapped. Also, the selection frequencies for all three buckets come 
closer together, resulting in overlapping confdence intervals. This 
means that despite the careful experiment design, explanations 
seem to have some uncontrolled efects. It could be, for example, 
that mid- and low-scoring items are not that well distinguished by 
the recommender system and it is a random efect due to noise in 
the data. However, the “well-behaving” baseline setting without 
explanations and the relatively large sample size (n=258) suggest 
otherwise. It could also be that neutral explanations that highlight 
both positive and negative aspects invite more “risky” selections 
by users, giving lower-ranked suggestion a try. In the remainder 
of our analysis, we take the neutral explanations setting (Fig. 5) as 
our baseline. However, the relative ordering of buckets B and C 
warrants further investigation. 

4.3 Efect of Explanations Biased towards 
Positive or Negative 

By adjusting the number of positive and negative aspects, we can 
bias explanations in a positive or negative direction either weakly 
(e.g., three positive aspects and one negative aspect) or strongly 
(e.g., four negative aspects and no positives). Table 3 shows the 
efect of bias on item selections (rows) depending on the position 
and direction of bias (columns). For simplicity, we do not distinguish 
between the amount of bias (weakly or strongly positive/negative) 
nor the type of explanation (fuent-NL or itemized), but report on 
aggregated counts. 

Bias in a given bucket has an efect on selections both in the same 
bucket (highlighted as grey in Table 3) and in other buckets. For 
example, biasing positively items in C increases selections in C, but 
also decreases selections in A and B. Similarly, negatively biasing 
items in A drives selections down in A, while moving selections up 
in B. This intuitively makes sense, but there are a few exceptions 
when this expected behavior cannot be observed, e.g., negative 

https://0.32�0.07
https://0.28�0.07
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Table 3: Selection frequency of diferent buckets (rows) depending on the presence and direction of bias in explanations (columns). Grey cell 
background indicates when the bias happens in the same bucket as the selection. Green/red arrows show the change in selection frequency 
with respect to the no bias setting. 

Bias in A Bias in B Bias in C Selection No bias +/++ -/-- +/++ -/-- +/++ -/--
A 0.40 ± 0.07 0.50 ± 0.09▲ 
B 0.28 ± 0.07 0.25 ± 0.08▼ 0.29 ± 0.08▲ 
C 0.32 ± 0.07 0.26 ± 0.08▼ 

0.49 ± 0.09▲ 0.37 ± 0.09▼ 0.37 ± 0.09▼ 0.41 ± 0.09▲ 0.36 ± 0.08▼ 
0.34 ± 0.08▲ 0.42 ± 0.09▲ 0.30 ± 0.08▲ 0.27 ± 0.08▼ 
0.29 ± 0.08▼ 0.21 ± 0.08▼ 0.28 ± 0.08▼ 0.38 ± 0.09▲ 0.21 ± 0.07▼ 

Table 4: Selection frequency of diferent buckets (rows) depending on the presence and direction of bias in explanations (columns), for itemized 
explanations (top block) vs. fuent-NL explanations (bottom block); cell annotations are the same as in Table 3. 

Selection No bias +/++ -/-- +/++ -/-- +/++ -/--
Itemized explanations 

Fluent-NL explanations 

A 
B 
C 

0.40 ± 0.10 
0.28 ± 0.09 
0.32 ± 0.10 

0.49 ± 0.13▲ 0.35 ± 0.11▼ 0.39 ± 0.12▼ 0.47 ± 0.13▲ 0.34 ± 0.12▼ 
0.26 ± 0.11▼ 

0.55 ± 0.12▲ 
0.27 ± 0.11▼0.26 ± 0.11▼ 

0.25 ± 0.11▼ 
0.34 ± 0.11▲ 
0.31 ± 0.11▼ 

0.45 ± 0.13▲ 0.19 ± 0.11▼ 
0.16 ± 0.10▼ 0.33 ± 0.12▲ 0.40 ± 0.12▲ 0.19 ± 0.10▼ 

A 
B 
C 

0.40 ± 0.10 
0.28 ± 0.09 
0.32 ± 0.10 

0.49 ± 0.12▲ 0.40 ± 0.13 0.34 ± 0.12▼ 0.36 ± 0.12▼ 0.38 ± 0.12▼ 
0.27 ± 0.11▼ 

0.45 ± 0.12▲ 
0.31 ± 0.12▲0.24 ± 0.10▼ 

0.26 ± 0.10▼ 
0.33 ± 0.12▲ 
0.27 ± 0.12▼ 

0.39 ± 0.13▲ 0.40 ± 0.12▲ 
0.27 ± 0.12▼ 0.24 ± 0.11▼ 0.35 ± 0.12▲ 0.23 ± 0.11▼ 

Bias in A Bias in B Bias in C 

bias in A increases selections in B, but not in C. Despite these 
anomalies that remain to be investigated in the future, it is clear 
that biasing explanations has a large efect on the selections people 
make. Two extremes are worth noting: (1) negatively biasing the 
most relevant recommendation reduces the selection of what is 
believed to be the best recommendation by 9%, and (2) positively 
biasing the least relevant recommendation increases the selection 
of that item by twice as much, almost 19%, compared to the no bias 
baseline. Notice that the selection frequency of the least relevant 
suggestion with a positive bias (0.38 ± 0.09) reaches that of the most 
relevant suggestion with a negative bias (0.37 ± 0.09). 

4.4 Efect of Explanation Format: Fluent-NL vs. 
Itemized Explanations 

In our design, explanations were presented in two ways: as a list of 
attributes, and as fuent text that mentions the same attributes. The 
last question we ask is: To what extent do our fndings depend on 
the particular explanation format? Table 4 breaks down the previous 
results by explanation format. Our main fndings are as follows. 
First, there is no diference in results in the no bias setting. Second, 
when explanations are biased, itemized explanations behave more 
“as expected,” i.e., when bias happens in the same bucket as the 
selection (grey cells), then positive bias always means an increase 
and negative bias always causes a drop in selection frequency. This 
is not the case for fuent-NL explanations. Third, we observe that 
the diferences between the positive and negative bias settings 
within a given bucket tend to be much larger in case of itemized 
explanations. This intuitively makes sense, as the positive and 
negative aspects are made explicit with visual thumbs up/down 
icons, while fuent text can be more prone to hiding diferences. 
Despite these diferences, results indicate a consistent pattern of 
change across the two explanation formats: the arrows indicating 
change point in the same direction in 14 out of the 18 cells. 

5 CONCLUSION 
We have designed a protocol that allows for a quantitative study 
of the impact of explanations on users’ choices in item recommen-
dation. Key elements of this design include preference elicitation 
that allows for the generation of personalized recommendations, 
manual identifcation and extraction of item aspects to include in 
explanations, a controlled way of introducing bias via the combina-
tion of both positive and negative aspects, and the presentation of 
explanations in two diferent textual formats. We have conducted a 
user study and showed that explanations can indeed have a large ef-
fect on the item selections that people make, and that these fndings 
generalize across the two explanation formats. The results have 
also yielded some unexpected fndings that warrant further inves-
tigation in future work. We also plan to conduct a more detailed 
statistical analysis of the results and perform qualitative evaluation 
based on post-survey responses. Further, the diferences in terms 
of absolute impact between itemized and fuent natural language 
explanations suggest that the specifc wording of the latter might 
play a role. Measuring whether slight diferences in phrasing have 
an impact is an interesting topic for future research. Finally, we 
focused on movie recommendations, yet our approach is generaliz-
able to other domains where users rely on automatic suggestions 
due to the size of the item collection (e.g., books, music, recipes). It 
would be interesting to repeat the experiment in other domains. 
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A APPENDIX: STUDY DESIGN 
We provide further details on the study design and data preparation. 

A.1 Aspect Extraction 
The data collected using crowdsourcing has been automatically 
cleaned and pre-fltered; this includes fxing capitalization, remov-
ing trailing whitespace, fltering too long aspects, and removing 
aspects that are substrings of other aspects. However, the data 
needed further manual cleaning and fltering by the paper authors, 
as not all extracted aspects ft the template (i.e., human workers 
did not follow the instructions closely enough), aspects may be too 
harsh or ofensive, or sound too personal to be used as explanations. 
As part of the manual cleaning process, some aspects were slightly 
rewritten and near-duplicates were removed. Of the 9,635 movie-
aspect pairs collected originally, 7,414 remained after automatic 
pre-fltering, and 5,948 after the end of the manual fltering. 

It is worth emphasizing that the recommendations are personal-
ized, while the explanations accompanying them are not, i.e., all 
participants receiving the same recommendation under the same 
experimental condition will see the same explanation for that item, 
to ensure that there is no uncontrolled bias. 

A.2 Explanations 
When both positive and negative aspects are displayed (conditions 
#3–#8), we make those fully balanced for each participant as well 
as across all participants by cycling through the sequences shown 
in Table 5. These sequences follow a Latin Square design where the 
binary value P/N is determined by the least signifcant bit. 

https://arxiv.org/abs/2204.02311
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Figure 6: User interface for item selection (Stage 2). 

Table 5: Sequences determining whether to list positive or negative 
aspects frst in explanations. 

Sequence 
Condition 

#3 #4 #5 #6 #7 #8 

1 N P P N N P 
2 P N N P P N 
3 N P P N N P 
4 P N N P P N 
5 N P P N N P 
6 P N N P P N 

A.3 User Interfaces 
Figures 7 and 6 show screenshots of the user interfaces used in 
Stages 1 and 2, respectively. 

Figure 7: User interface for item consumption and preference elici-
tation (Stage 1). 
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